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Abstract
Impedance imaging is a technique where stimulus currents are applied through elec-

trodes to a body or the ground and measurements of the potential at other elec-

trodes are collected. The data, along with any available prior information, are used

to reconstruct an image of the conductivity distribution throughout the interior

which provides diagnostic, cost effective information upon which decisions can be

based for a broad array of geophysics, biomedical and industrial applications. The

same technique is known as (biomedical) Electrical Impedance Tomography (EIT)

and (geophysics) Electrical Resistivity Tomography (ERT). New geophysical appli-

cations have arisen for the automated monitoring of slope stability risks for natural

landslides, transport embankments and cuttings, mine tailings dams and piles, and

remote infrastructure in changing climatic environments. When impedance imaging

is used in challenging scenarios, image quality can suffer unless sources of data error

and instability can be addressed. This work develops computational techniques to

address the issue of data set stability under adverse measurement conditions and

builds practical implementations that demonstrate the effectiveness of our approach.

We seek to achieve images with fewer artifacts and better detectability through im-

proved methods for addressing boundary movement which permit the use of this

technology on unstable surfaces where the positions of electrodes can change over

time. Processes are developed for evaluating the correctness of an implementation

and the overall validity of reconstructed images. Results demonstrated by adapting

well understood strategies show improved reconstruction quality for simulated and

measured geophysics data sets.
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Chapter 1

Introduction

Electrical Impedance Tomography (EIT) is an imaging technique where stimulus

currents are applied through electrodes to a body or the ground and measurements

of the potential at other electrodes are collected. The data, along with any available

prior information, are used to reconstruct an image of the conductivity distribution

throughout the interior which provides diagnostic, cost-effective information upon

which decisions can be based for a broad array of geophysics, biomedical and indus-

trial applications.

An image is interpreted by the observer. Perceived objects may represent true

or false features. Similarly, the background may represent a true absence of features

or an insensitivity of processing method or measurement technique. These four

observation outcomes may be arranged into a “confusion matrix” (Figure 1.1). An

artifact is an apparent structural detail caused by the processing or capture of the

data. This thesis focuses on converting sources of error, expressed as reconstruction

artifacts, into useful information. By accounting for the source of error within the

2
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object

measurements

processing

image

interpretation

TP

TNFP
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tu

al

apparent feature
insensitivity

background
artifact

Figure 1.1: Confusion matrix; an object is measured, and the data is processed into
an image; measuring and processing may introduce inaccuracies

reconstruction, the occurrence and magnitude of reconstruction artifacts caused by

those former errors may be reduced.

1.1 Problem

Whatever the application, the capture and processing of EIT data with the goal of

maximizing useful information content immediately encounters two issues: determin-

ing what portions of a reconstruction represent structure or artifact and then, having

identified an artifact, how to minimize modelling errors which result in misleading

artifacts of a particular type. Achieving a good outcome on these two issues helps in

correctly interpreting the data (Kolehmainen et al., 1997; Hartinger et al., 2007). In

biomedical applications, these issues have typically been addressed by using “com-

plete” data measurements on a fixed number of symmetrically placed electrodes. A

difference in conductivity is then reconstructed between sets of measurements; the

difference reconstruction alleviates many of the immediate causes of reconstruction

artifacts by reducing errors common to the two sets of measurements. Difference

reconstruction generally achieves improved artifact performance at the cost of po-

tentially useful constant components of the boundary or conductivity information.
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When Electrical Resistivity Tomography (ERT)1 is applied to the ground, absolute

reconstructions from a single set of data are typically of keen interest because the

constants discarded in the difference solution contain valuable information. The ab-

solute reconstruction method exacerbates issues with data collection and modelling

errors because errors common to the measurements must now be accounted for in

the reconstruction.

As EIT/ERT is used in more complex scenarios than ones for which stimulus

strategies and image reconstruction algorithms were originally intended, the quality

and robustness of the images decreases. Techniques that are capable of adapting

well understood strategies to achieve optimal robustness and quality may improve

decision outcomes by supporting accurate image interpretation for the automated

monitoring of slope stability risks for natural landslides, transport embankments

and cuttings, mine tailings dams and piles, and remote infrastructure in a changing

climatic environment. In an environment where climate change is affecting Canada’s

north, infrastructure built on permafrost is at risk. Technologies such as impedance

imaging may provide cost-effective monitoring solutions for detecting and poten-

tially predicting changes in the stability of the subsurface underlying such remote

infrastructure.

1.2 Goal

Our goal is to develop computational techniques to address the issue of data set

stability under adverse measurement conditions and build practical implementations

1In the biomedical literature, the term EIT is preferred, while in the geophysical literature,
ERT denotes the same technique.
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that demonstrate the effectiveness of our approach. We seek to achieve images with

fewer artifacts and better detectability through improved methods for addressing

boundary movement which permit the use of this technology in challenging new

environments (Figure 1.2).

inverse
solver

improved
decision
outcomes

boundary/electrode movement

more
adaptable
models

fewer artifacts
better detectability

improved
image
quality

Figure 1.2: The Goal; improve decision outcomes

1.3 Contributions

The following contributions are applicable to EIT and similar inverse problems:

• a framework for checking inherent algorithm behaviours for inverse problems

and for evaluating the quality of input models and data,

• a method for reducing electrode location modelling errors, or conversely, esti-

mating electrode movement relative to a set of known locations,

• an application of our framework to a new absolute iterative Gauss-Newton algo-

rithm and its implementation, demonstrated using data collected at a flooded

mine site in Pont-Péan, France,

• an application of our framework to four nominally equivalent methods for cal-

culating the electrode movement Jacobian, including a new Fréchet derivative

method for electrode movement, and
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• an application of the electrode movement estimation technique to simulta-

neously reconstruct electrode movement and conductivity for a slow-moving

landslide in Yorkshire, UK.

1.3.1 Problems with Inverse Problems

Inverse problems can lead to inherently low resolution images which can be difficult

to verify. Identifying incorrect reconstructions is difficult as they tend not to present

clear indications of failure but rather introduce image artifacts which may lead to

misinterpretation and incorrect decisions based on these interpretations.

We report our processes and the techniques used to find issues in the specific

context of impedance imaging and more generally, for inverse problems (Figure 1.3).

We focus on the algorithmic aspects: the challenges in validating inverse problem

codes. This represents early work on a novel aspect of inverse problems and is related

to the various theories of software and algorithm debugging, defect and root cause

analysis, and business process analysis. We attempt to quantify and make repeatable

processes which are typically heuristic and ad-hoc. Examples are presented from

the author’s implementation of a new absolute iterative Gauss-Newton solver for

impedance imaging problems.

1.3.2 Data Quality and Model Mismatch

In inverse problems, procedures for evaluating data quality inherently involve some

form of model correlation. We construe “data” to include not only the voltage mea-

surements but also the stimulus currents, the stimulus and measurement sequence,

the geometry near the region of interest, and the location of each electrode. Error
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Figure 1.3: Proposed hierarchy of validation; proposed in this thesis, internal checks
of components and system (grey background ) form a trusted platform upon which
the input data may be compared to expectations (white background )

estimates for all values are important but at times missing from the available data

set. Identifying and then acting on the quality of relevant data is important for

reducing reconstruction artifacts.

Overall, we are motivated by the desire to compare observed and expected in-

formation. First we advise comparing the measurement data to the output of an

appropriate model. Then we outline a number of additional techniques for identify-

ing problematic data. We illustrate these quality assessment techniques using data

collected from a flooded historical mine site at Pont-Péan, France (Figure 1.4).

1.3.3 Electrode Movement and Modelling Errors

Prior work has shown that errors in boundary shape and electrode placement in the

forward EIT problem can lead to significant artifacts (Adler et al., 1996; Zhou and

Dhalin, 2003) when the errors are not conformal deformations of the correct shape

and position (Boyle and Adler, 2011; Boyle et al., 2012a). To reconstruct electrode

movement, a movement Jacobian must be constructed to calculate the first derivative
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(a) artifacts dominate (b) corrected reconstruction

Figure 1.4: Pont-Péan reconstructed conductivity; (a) reconstructed conductivity
shows little agreement with geological data due to incorrect assumed stimulus se-
quence, (b) reconstructed resistivity for correct stimulus sequence, electrode posi-
tions (green) on the top surface running West (W) to East (E), overlaid with known
borehole and fault information

of electrode movement with respect to the measurements.

In biomedical two-dimensional reconstructions, a Finite Element Method (FEM)

based electrode perturbation scheme has been used (Soleimani et al., 2006) with an

optimization that performs a single-step matrix rank-one update (Gómez-Laberge

and Adler, 2008) as part of a single-step Gauss-Newton solution. These single-step

solutions are not appropriate for absolute reconstructions where the solution space is

nonlinear, and a reasonable reconstruction requires an iterative solution to accurately

report arbitrary conductivity discontinuities and electrode movement (Figure 1.5).

This work evaluates four methods for estimating the movement Jacobian using a

simplified four electrode homogeneous half-space model. These methods are nomi-

nally equivalent, but we show that they have significant differences within the range

of expected real-world parameter variation. We illustrate the computational com-

plexity of the algorithms to understand which algorithm is the most appropriate and

under what conditions each may be a “safe” choice.
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σ+
σ−

σ−
σ+ σ+

σ−

δx1 δx2

(a) (b)

Figure 1.5: Movement artifacts in a conductivty σ reconstruction (a) may domi-
nate an image, yet (b) contain useful information about, for example, electrode
movement δx

1.3.4 Reconstructing Surface Movement

The absolute iterative electrode movement reconstruction method has been applied

to a slow moving landslide located in Yorkshire, UK. The slope has moved by as

much as two metres per year, typically during the spring wet season. The location is

a test site for monitoring of long-term slope stability by a solar-powered remote EIT

system (ALERT) (Kuras et al., 2009; Wilkinson et al., 2010). Data were recorded

daily from 2008 and communicated to a central control site. The electrode move-

ment and conductivity were jointly estimated throughout the seasons as the ground

conductivity of the mudstone, clay and sandstone/ironstone formations varied over

time due to water saturation changes and slope movement (Figure 1.6).

Electrode movement was reconstructed with reasonable accuracy when com-

pared to Real-Time Kinematic Global Positioning System (RTK GPS) measure-

ments of the initial and final electrode locations over the 2008–2009 season and on

a nearby electrode array over the 2013–2014 season. Incorporating electrode move-

ment significantly reduced artifacts observed in the image as identified by comparing

conductivity-only reconstructions with electrode placement errors to reconstructions

using the true electrode positions. Previous techniques for joint conductivity and

movement reconstruction were limited to small electrode movements using a single-
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step Gauss-Newton solution. This work extends this joint conductivity and move-

ment technique to large electrode movements (our data exhibit movements of up to

32% of electrode spacing) and conductivity contrasts supporting applications where

this joint inversion technique was not previously applicable. Correcting for electrode

movement significantly reduced conductivity artifacts and achieved an acceptable

degree of agreement with true electrode movements, on the order of 4% of electrode

spacing (0.20 m).

σ+

σ−

reconstruct
electrode
positions

from
model error

−
time

δx

(a)

(b)

Figure 1.6: Data from a slow-moving landslide; (a) known but dated electrode lo-
cation information is used to (b) reconstruct the absolute conductivity σ and an
estimate of electrode movement δx; a movement threshold could be established
to alert operators to a potentially dangerous slope movement

1.4 Publications

Publications based on the work presented in this thesis are as follows.

• A. Boyle, M. Jehl, M. Crabb, and A. Adler. Estimating electrode movement
in two dimension. In International Conference on Biomedical Applications of
Electrical Impedance Tomography, Neuchâtel, Switzerland, June 2015a.

• A. Adler, A. Boyle, M. Crabb, H. Gagnon, B. Grychtol, N. Lesparre, and
W. R. B. Lionheart. EIDORS Version 3.8. In International Conference on
Biomedical Applications of Electrical Impedance Tomography, Neuchâtel,
Switzerland, June 2015.
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• A. Boyle, P. Wilkinson, J. Chambers, N. Lesparre, and A. Adler. Slope stability
monitoring through impedance imaging. In 15th Conf. Electrical Impedance
Tomography, Gananoque, Canada, April 2014.

The current work builds on the author’s prior contributions regarding conformal

movements in two-dimensional EIT and the computational challenges in EIT.

• A. Boyle, A. Adler, and W. R. B. Lionheart. Shape deformation in two-
dimensional electrical impedance tomography. IEEE Trans. Med. Imag.,
31(12):2185–2193, December 2012b.

• A. Boyle, A. Borsic, and A. Adler. Addressing the computational cost of large
EIT solutions. Physiol. Meas., 33(5):787–800, April 2012a.

• A. Boyle and A. Adler. Impact of electrode area, contact impedance and
boundary shape on EIT images. Physiol. Meas., 32(7):745–754, June 2011.

• A. Boyle, A. Adler, and A. Borsic. Scaling the EIT problem. In 12th Conf.
Electrical Impedance Tomography, Univ. of Bath, Bath, UK, May 2011.

• A. Boyle. The Effect of Boundary Shape Deformation on Two-Dimensional
Electrical Impedance Tomography. Master’s thesis, Carleton University, Ot-
tawa, Canada, 2010.

While working on this thesis, the author was also involved in related work which

resulted in the following publications.

• N. Lesparre, A. Boyle, B. Grychtol, J. Cabrerra, J. Marteau, and A. Adler.
Electrical resistivity imaging in transmission between the surface and under-
ground tunnel for fault characterization. J. Applied Geophys., 2016.

• A. Boyle, Y. Mamatjan, and A. Adler. Selection of stimulus and measurement
schemes. In International Conference on Biomedical Applications of Electrical
Impedance Tomography, Neuchâtel, Switzerland, June 2015b.

• N. Lesparre, B. Grychtol, A. Boyle, and A. Adler. Consideration of inverse
problem parametrization meshing for electrical resistivity tomography (sub-
mitted). Sci. and Tech. 2014.

• C. Jones, B. Grychtol, Herve Gagnon, A. Boyle, A. Adler C. He, and P. Gag-
gero. Open electrical impedance tomography (OEIT) file format. In 15th Conf.
Electrical Impedance Tomography, Gananoque, Canada, April 2014.
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• A. Boyle, Y. Mamatjan, and A. Adler. Robust stimulation and measurement
patterns in biomedical EIT. In Workshop on 100 Years of Electrical Imaging,
Paris, France, July 2012c.

1.5 Conclusion

This work presents four contributions in the field of impedance imaging. First, meth-

ods for confirming the correct behaviour of an algorithm implementation. Second,

methods for evaluating measurement quality and modelling errors. Third, an eval-

uation of four methods of estimating the effect of an electrode that was misplaced

or moved. Lastly, a method of reconstructing large electrode movements and con-

ductivity discontinuities. These contributions aim to improve the identification and

reduce the occurance of image artifacts which will allow the application of impedance

imaging to challenging new environments.



Chapter 2

Impedance Imaging

Impedance imaging, as it was originally conceived, was a technique for using electric-

ity to see into the Earth with applications in mining and later, oil exploration (Allaud

and Martin, 1977). Developments in math, computing and electronics have had a

strong impact on the experimental success of impedance imaging techniques over

the intervening years (Cheney et al., 1999). The mathematical model of a layered,

isotropic earth (Slichter, 1933; Langer, 1933, 1936) has evolved into a flexible FEM-

based scheme that can handle a broader range of geometries (Strang and Fix, 1973;

Schöberl, 1997; Adler and Lionheart, 2006) (Figure 2.1). The availability of digi-

tal computers and mathematical tools for solving ill-posed nonlinear problems have

enabled sophisticated techniques for inferring underlying conductivity distributions

from limited information (Borcea, 2002; Mueller et al., 2002). At the same time, the

collection of empirical evidence for measuring the performance of these tools remains

little changed since the early experiments of Schlumberger in which a bathtub was

filled with clay as a model for field electrical measurements. The techniques involved

13
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d σ1

σ2

(a) two-layer half-space (c.1936)

σ

+

−

(b) FEM-based reconstruction (c.2016)

Figure 2.1: Impedance imaging: then and now; Mathematical and computational
improvements have afforded the ability to create detailed conductivity estimates for
arbitrarily shaped domains without prior knowledge of interface depth or structure.

in building electronics, constructing experimental simulacra, and searching for cor-

relations with the “real world” remain important skills in the ongoing development

of impedance imaging techniques. Ultimately, many of the basic impedance imaging

techniques used today have been proven upon fundamental mathematical principles,

but this does not exclude the use of heuristic, or even arbitrary, choices when faced

with real world data sets (Graham and Adler, 2006).

Impedance imaging is widely used in commercial geophysics applications today

for ground water monitoring (Slater et al., 1997), soil contamination and remedia-

tion monitoring (LaBrecque et al., 1996b), shallow gas prospecting (Ahmad et al.,

2009), CO2 sequestration monitoring (Christensen et al., 2006), and large-scale min-

eral prospecting (Daniels and Dyck, 1984). Impedance imaging has also been used

to investigate nuclear waste storage sites (Lesparre et al., 2013) and behaviour of

live volcanoes (Portal et al., 2012). A crude form of impedance imaging has been

recognized as the means by which “weakly1 electric fish,” for example the Peters’ ele-

1“Strongly electric fish” have a strong enough discharge to stun prey, for example the electric
eel Electrophorus electricus.
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phantnose fish Gnathonemus petersii and black ghost knifefish Apteronotus albifrons,

find food, communicate and navigate in the muddy African and South American

freshwater waterways (Caputi et al., 1998; Nelson and Maciver, 1999; Neveln et al.,

2013). For robotics and human-machine interfaces, a skin-like flexible conductive

rubber can localize the force applied to a material with a limited number of sensors

along the boundary of the material through impedance imaging techniques (Tawil

et al., 2011). Impedance imaging also finds applications in an industrial setting for

monitoring multiphase fluid flow such as bubble mixing columns in industrial chem-

istry (George et al., 2000), nondestructive testing for crack, void and strain detection

in solids such as cement or metal (Bryan and Vogelius, 1994; Karhunen et al., 2010),

landmine detection on land or underwater (Church et al., 2006; Bouchette et al.,

2014), management of mixing and heating processes for food, pharmaceuticals, and

industrial chemistry (York, 2001; Guérin et al., 2007), monitoring of cement and

epoxy curing (Chen et al., 2011; Tallman et al., 2014), and optimization of lumber

milling in saw-mills (Steele et al., 2004; Cooper et al., 2008). In forestry management,

it is used for monitoring tree health (fungal growth) without core sampling (Brazee

et al., 2011). In the biomedical field, there have been promising developments in

respiratory lung monitoring (Adler et al., 2009; Gómez-Laberge et al., 2012), non-

invasive measurement of heart stroke volume (Vonk-Noordegraaf et al., 2000), brain

imaging for management of stroke and epilepsy events (Packham et al., 2012), trauma

care monitoring for internal bleeding (Tucker et al., 2011), studying stomach emp-

tying (Soulsby et al., 2006; Nakae et al., 2000), screening for breast and prostate

cancers (Kao et al., 2006; Wan et al., 2010), and the measurement of electrocautery

and cryosurgery effectiveness/completion during surgery (Edd et al., 2008).
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Impedance imaging techniques have a broad range of applications. Each of these

applications represents unique challenges in their geometry, mathematics, computa-

tional algorithms, data collection and interpretation but are unified by their common

mathematical and algorithmic basis. In this work, we focus on the geophysics appli-

cations with the understanding that methods developed for a particular application

can provide valuable insight into new ways of tackling many of these challenging

problems across a range of applications.

2.1 Fundamental Equations

The flow of a direct current (DC) or quasi-static electric current in the presence of

a continuous impedance distribution can be derived from Maxwell’s equations (see

Appendix B).

The voltage (potential) u on the domain Ω can be computed, with the Complete

Electrode Model (CEM) (Cheng et al., 1989; Somersalo et al., 1992; Hyvönen, 2004),

as

∇ · (σ∇u) = 0 in Ω, σ > 0 (2.1)∫
Em

σ
∂u

∂n̂
dEm = Im m = 1..M (2.2)

u+ zmσ
∂u

∂n̂
= Um on Em, m = 1..M (2.3)

∂u

∂n̂
= 0 on ∂Ω \

⋃
m

Em (2.4)

for a domain Ω with a specified conductivity σ and m = 1..M electrodes Em on the

boundary ∂Ω. The divergence of the current density σ∇u is zero within the domain
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which implies that there are no current sources or sinks within (2.1). Over each

electrode Em, the total current leaving the electrode Im is the sum of the current

normal to the boundary σ ∂u/∂n̂ under the electrode (2.2). The sum of all currents

at the boundary is zero
∑

m Im = 0 due to (2.1). The voltage Um measured by

the electrode is a function of the voltage at the boundary, the contact impedance

zm and the current flowing through the electrode (2.3). No current flows across the

boundary of the domain in areas without an electrode ∂Ω \ ∪mEm (2.4).

The simpler Point Electrode Model (PEM) models the electrode as a single

impedance connected to a point on the boundary (Somersalo et al., 1992). The

PEM replaces the CEM electrode behaviour (2.2) (2.3) with

Um − um

zm
= Im (2.5)

The PEM fails to capture three important effects: the discrete region of the bound-

ary over which stimulus currents flow, shunting of current across the face of the

electrode, and the effect of contact impedance on current flow (Figure 2.2). The er-

ror is relatively small when many small electrodes are used; the FEM approximates

the continuous boundary data scenario. Shunting effects are minimal when contact

impedance is much greater than local conductivities under the electrode or electrode

diameter (relative to surface area) is small.
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(a) PEM
zc = 0.01 Ω ·m,

σ = 1 S/m
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(b) CEM
zc = 1 Ω ·m,
σ = 1 S/m

-0.1 0 0.1

0.85

0.9

0.95

1

(c) CEM
zc = 0.01 Ω ·m,

σ = 1 S/m

Figure 2.2: Complete and point electrode models; the effect of contact impedance on
the two models of a measurement electrode (green, upper surface), current stream-
lines near the electrode (blue) for a domain with conductivity 1 S/m and electrode
with contact impedance 1 Ω·m (b) and 0.01 Ω·m (a,c) using PEM (a) and CEM (b,c)

2.2 Discrete Approximations

In general, an approximation of the Partial Differential Equation (PDE) is selected:

a truncated Fourier series, finite difference, Boundary Element Method (BEM) or

FEM. For simple geometric domains, Fourier transforms of (2.1) can be manipulated

to provide direct insight into the effect of impedance inhomogeneities of specific

shape (Isaacson, 1986). Examples of these simple geometries are the half-space (a

flat world), sphere (the head) or circle (the chest). These insights can lead to a deeper

understanding of the fundamental behaviour of impedance imaging with respect to

sensitivity, resolution and the choice of electrode placement and usage.

For arbitrary geometries, an FEM discretization of the domain is commonly used.

u(x) =
∑
e

∑
n

ue,nNe,n(x) (2.6)

The discretization is a “weak form” that applies a weighted shape function N as

a discrete approximation of an arbitrary function. The domain is discretized into

adjacent regions or elements e forming a mesh. The shape function is one at a node n
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of the element, has a value over the element, and is zero outside of the element. The

sum of the shape functions gives a value for the function u over the element that

is a linear weighting of the shape functions Ne,n(x) by the node values ue,n. When

nodes are enumerated globally, then (2.6) simplifies to u =
∑

i uiNi(x) for node i. By

taking the sum of weighted shape functions, one can approximate arbitrary functions

with minimal error over the domain (Strang and Fix, 1973). A simple choice of shape

functions are the linear elements with nodes at the corners of the element. Piece-wise

linearity is enforced across the domain by constraining collocated nodes of adjacent

elements to the same value.

The FEM discretization of the EIT equations (2.1)–(2.4) forms the block-wise

matrix

Ax = b (2.7)⎡⎢⎣ G+B C

CT D

⎤⎥⎦
⎡⎢⎣ u

u⃗

⎤⎥⎦ =

⎡⎢⎣ 0

b⃗

⎤⎥⎦ (2.8)

where column vectors u are potential at each node, u⃗ are the measurements at the

electrodes, and b⃗ are applied currents at the electrodes.
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The remaining matrices G B C D are then defined in terms of

Gij =

∫
Ω

σ∇Ni · ∇Nj (2.9)

Bij =
L∑

ℓ=1

∫
Eℓ

NiNj (2.10)

Cℓj = −
1

zℓ

∫
Eℓ

Nj (2.11)

Dij =
|Eℓ|
zℓ

for i = j = ℓ and is 0 otherwise (2.12)

for shape function N , conductivity σ, contact impedance zℓ and electrode surface

area |Eℓ|. If the conductivity on the element is considered constant, then (2.9) can be

calculated as Gij =
∑

k σk

∫
Ωk
∇Ni·∇Nj, the sum of the element-wise shape functions

weighted by conductivity. A ground node is typically restricted to zero potential,

removing a column and row from A and a row from b. Difference measurements are

selected as the difference between electrode potentials u⃗.

Stimulus (current) I is typically applied across a pair of electrodes (s+, s−) so

that (b⃗s+ − b⃗s− = 0). Likewise, the i-th measurement vi is typically a difference in

electrical potential (voltage) across a pair of electrodes (m+,m−) due to a particular

stimulus (vi = u⃗m+ − u⃗m−). A selection vector t may be used to calculate the

difference voltages vi from the complete voltage set (vi = tTx) by selecting the

difference between the appropriate electrodes.

Pair-wise stimulus and measurement are used in most impedance systems. A

pair-wise stimulus and measurement pattern P can be defined as a set of tetrapolar

stimulus and measurement pairs in a k × 4 array with rows (s+, s−,m+,m−) for

k difference measurements. Each row of the stimulus and measurement pattern
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Ωs− s+

I

m− m+

vi
− +

1 2 3 4 5 6 7

Pi = [3, 2, 5, 4]
Bi = I [ 0, −1, +1, 0, 0, 0, 0 ]T

Ti = G [ 0, 0, 0, −1, +1, 0, 0 ]

Figure 2.3: Stimulus and measurement electrode pairs; electrodes (green, numbered
left-to-right) applied to a half-space domain Ω, a pair of stimulus electrodes (s+, s−)
has current I driven between them Bi, a pair of measurement electrodes (m+,m−)
selected from the available electrodes Ti measures a differential voltage that has been
scaled by gain G all due to the voltage distribution caused by the stimulus according
to row i from the stimulus and measurement pattern Pi, the result is a single entry
in the measurement vector vi

corresponds to an entry in the measurement vector v. A set of measurements may

be constructed by a stimulus vector b for each (s+, s−) pair and a selection vector t

for each measurement pair (m+,m−) in the stimulus and measurement pattern. The

stimulus vectors b may then be concatenated into a stimulus matrix B. Likewise,

the measurement selection vectors t may be collected into a matrix T (Figure 2.3).

A naïve least squares solution to the square system of equations will calculate an

LU-decomposition of the system A for each stimulus b.

x = A−1b (2.13)

LU = A LU-decomposition (2.14)

Ly = b solved for y, forward substitution (2.15)

Ux = y solved for x, backward substitution (2.16)

where y is a temporary variable. The LU-decomposition for a square matrix gives
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lower L and upper U triangular matrices. The LU-decomposition, for an n×n-matrix

is O(2
3
n3) and is generally twice as fast as QR-decomposition O(4

3
n3) (Trefethen and

Bau, 1997, §20). The solution will give the result at the electrodes and at all nodes

x. Iterative refinement is usually applied (with sufficient additional precision) to

correct for accumulated numerical error by using the residual r.

r = b−Ax (2.17)

x′ = x+A−1r (2.18)

Multiple stimuli b and the iterative refinement steps can be calculated by reusing

the L,U matrices.

Alternatively, a pseudo-inverse (ATA)−1Ab can be computed using the Cholesky

decomposition for a Hermitian positive definite matrix ATA = LLT in roughly half

the time O(1
3
n3) of an LU-decomposition (Trefethen and Bau, 1997, §23) at the

cost of some lost precision. The Cholesky decomposition is not applicable when

A is constructed from complex-valued conductivities; A is then symmetric but not

Hermitian. For very large matrices, linear Conjugate Gradient methods may be more

efficient.

Heuristic algorithms may be used to search for an efficient factorization of the

sparse matrix A into an ordering that best utilizes the computer’s resources; cal-

culating a decomposition into dense matrices. These factorization algorithms are

restricted in their search; spending too long looking for a better matrix arrangement

wastes time that could have been spent solving the current “best” matrix (Duff et al.,

2002; Davis et al., 2004).
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In general, for the stimulus matrix B there are many more rows m (nodes and elec-

trodes in the mesh) than columns n (stimulus electrode pairs). A QR-decomposition

can be applied to the column-wise stimulus B to rearrange the stimulus so that

QR = B QR-decomposition (2.19)

QR =
[
Q̂ Q̂0

]⎡⎢⎣ R̂

0

⎤⎥⎦ = Q̂R̂ (2.20)

X = (A−1Q̂)R̂ (2.21)

The QR-decomposition for an m × n rectangular matrix B gives a unitary m ×m

matrix Q and upper triangular m×n matrix R. The lower (m−n) rows of R are zero,

so the right-most columns of Q are all multiplied by zero. A “thin” QR-decomposition

Q̂R̂ is the result of dropping these zero-multiplied rows and columns. The thin Q̂R̂

matrices reduce the quantity of multiply-adds required in the forward substitutions

(2.15). The QR-decomposition will combine linearly dependent columns of stimulus

B, reducing the number of forward solutions required to find the measurements v.

These dependent columns may be dropped by removing the rows of R and columns

of Q that are nearly zero (Ri < ϵ).

As an example, for four stimulus using three electrodes in a system with m

electrodes and n stimulus pairs
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B =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 · · · 0
. . .

1 1 0 −1
0 −1 1 0
−1 0 −1 1

. . .
0 · · · 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.22)

the QR-decomposition will have two rows in R with values greater than machine

precision ϵ so that Q̂ is m× 2 and R̂ is 2× n.

2.3 Hardware, Wires and Electrodes

The equations of the FEM provide a nice way of modelling the current flow through a

domain, but how is that current actually delivered to the boundary? The equipment

used for geophysical and biomedical applications is in some ways very similar and in

others drastically different.

Biomedical equipment designs consider patient safety first; electrical isolation,

current limiting and protection against electrical faults are of primary concern. Power

is generally supplied from mains power and at a well controlled frequency and voltage.

Repetitive events of interest occur over relatively short time spans: breathing and

heart rate, for example. Interesting diagnostic information exists in the analysis of

changes in this dynamic data.

Geophysical equipment is quite different; generally speaking, more power ap-

plied affords the opportunity for better signal-to-noise. Power is often only available

through batteries or fuel cells charged by solar or wind power at remote locations.
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Sufficient power to take a set of measurements may be accumulated over days. The

geological events of interest occur over long time frames but can exhibit dramatic irre-

versible changes over the short term. Changes occur against a background of extreme

geological conductivity contrast for which both absolute and time-lapse (difference)

reconstructions may be employed. These conductivity reconstructions are used to

quantify changes caused by geological processes and manmade interventions.

Ultimately, these two applications are tied together by their fundamental mathe-

matical equivalence. The electronics, wiring, electrodes and algorithms are perform-

ing a similar function: to deliver current to the boundary of a domain and measure

the resulting potential.

The electronics for an impedance measurement system are deceptively simple. A

typical biomedical system performs its task with a system composed of digital and

analog components as in Figure 2.4. Frequencies are digitally synthesized sinusoids.

A modified Howland current source (Figure 2.5a) typically supplies low-frequency

current (100 Hz – 10 MHz, 100 µA – 10 mA) to a switching array. A switching

array selects electrodes to deliver and return current. While current is driven, dif-

ference voltage measurements are taken across a selection of non-driving electrodes.

Differential measurements from an instrumentation amplifier (Figure 2.5b) are then

converted to complex voltage measurements by accounting for phase offset between

the stimulus current and measured voltage (quadrature measurements). An FPGA

or DSP manages the electronics, synthesizes frequencies, and stores data for commu-

nication to a computer where the data can be analyzed and an image reconstructed

(Boone and Holder, 1996; Ross et al., 2003).

For geophysics applications, the current source stimulus circuit has tended to
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DSP/
FPGA

CPU sin() I(t) Ω

GIC

dV

CMF

Figure 2.4: Block diagram of typical EIT hardware; A computer (CPU) configures
the EIT system and receives measurements used for reconstructions of conductivity,
a DSP or FPGA has local control of a digital frequency synthesis sin() which drives
a modified Howland current source I(t) across a body Ω, measurement of difference
voltages dV due to stimulation currents are stored by the DSP/FPGA and reported
back to the CPU; A digitally tuned GIC corrects for stray capacitance in the system;
Common Mode Feedback (CMF) may be used to improve Common Mode Rejection
Ratio (CMRR) on measurements.

take a simpler form given lower frequency requirements. An alternating square wave

(+1, 0,−1, 0, . . .) at approximately one Hertz is driven onto a pair of stimulus elec-

trodes. The applied current is measured and recorded. Wiring and differential

measurement challenges remain largely the same between biomedical and geophysics

applications (Ogilvy et al., 2009; Kuras et al., 2009).

These relatively loose constraints belie the challenge in building an accurate sys-

tem. Common Mode Rejection Ratio (CMRR) of Operational and Instrumentation

Amplifiers typically falls off rapidly for frequencies in the 100kHz range (McEwan

et al., 2007; Langlois et al., 2015). CMRR is addressed through careful design of

the circuits, matching of resistors, calibration and active Common Mode Feedback

(CMF) circuits (Boone and Holder, 1996; Langlois et al., 2015).

Stray capacitance limits frequency range and leads to common mode voltages
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from the current sources. Active shielding of tri-axial electrode cabling can reduce

wiring capacitances (McEwan et al., 2007). A Generalized Impedance Converter

(GIC) (Figure 2.5c) can be constructed to cancel any additional stray capacitance

by using digital potentiometers to tune the circuit. The GIC can provide a significant

improvement in current source output impedance (Ross et al., 2003). GICs require

calibration for discrete frequencies and to be recalibrated at regular intervals as parts

age and temperatures changes. Variable stray capacitances are very challenging to

calibrate out.

The simplest systems minimize the number of active circuits. The number of

circuits to be calibrated is reduced by using a single current source and differential

measurement circuit. Stray capacitance is then introduced by the switching infras-

tructure needed to connect the circuits to the electrodes. Other systems construct

many current sources and differential measurement circuits. Multiple current sources

enable complex stimulus patterns (Boone and Holder, 1996). Multiple measurement

circuits accelerate acquisition times. When each electrode has a dedicated current

source and voltage measurement, the switching subsystem may be removed. Still

other systems place the electronics at the electrode, so called “active electrodes,” to

remove wiring from the list of critical design issues (McEwan et al., 2007; Gaggero

et al., 2012).

Electrodes and the stimulus and measurement patterns applied to them may be

selected to minimize polarization effects (Dahlin, 2000; Wilkinson et al., 2012). The

reciprocal error is used to estimate the error due to polarization and electrical noise.

Reciprocal error is calculated as the difference in measurements for reversed stimulus

and measurement electrode pairs (Parasnis, 1988; LaBrecque et al., 1996a).
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Figure 2.5: Common circuits found in EIT hardware; (a) a modified Howland cur-
rent source is typically placed in parallel with (c) a Generalized Impedance Converter
(GIC) tuned to cancel stray capacitance; difference voltage measurements are cap-
tured with modified versions of (b) the standard instrumentation amplifier
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Contact impedance estimates can also be used to roughly determine the quality

of electrode contact with the boundary. The contact impedance and reciprocal er-

ror estimates can be used to weight the data, eliminate bad measurements, detect

equipment faults or correct electrode connectivity problems.

Various materials can be used for electrodes. In biomedical work, non-polarizing

Ag-AgCl gel electrodes are in common use. For geophysics, spikes of stainless-steel

or various brass composites are preferred (polarizing) electrode materials for their

cost effectiveness and corrosion resistance. Polarization effects are more important

to geophysical Self Potential (SP) and Induced Potential (IP) surveys where non-

polarizing Pb-PbCl2 electrodes are sometimes used. SP measurements are performed

without artificial stimulus where spontaneously occuring voltages are due to natural

processes such as geochemical and geobiological batteries, temperature gradients,

salinity gradients and fluid flow (Jouniaux et al., 2009). IP measurements are the

time domain potential response to a step input and historically, used non-polarizing

electrodes. More recently, careful IP survey design have enabled data collection using

stainless steel electrodes (Dahlin et al., 2002; Dahlin and Leroux, 2012; Gazoty et al.,

2013). SP voltages would typically be calibrated out as a measurement offset at the

EIT hardware. For ERT, IP measurements are avoided by waiting for the voltage

response to reach an equilibrium. In any case, polarization effects do occur to a

greater or lesser degree. When switching between electrodes, some EIT devices have

the ability to “ground” the electrode for a period of time which allows accumulated

charge to dissipate. An alternate scheme is to maximize the time between when

electrodes are used for stimulus and when those electrodes (or nearby electrodes) are

used for measurements (Wilkinson et al., 2012).
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2.4 Discussion

Impedance imaging, as a technology will give a blurry picture which may still contain

valuable information. If one considers the change in that information as interesting,

then looking at ERT as a monitoring technology is a promising avenue. Changes in

the medium indicate some change in the boundary or the impedance within. What

does this indicate? One needs a deeper understanding of the underlying mechanisms

of conductivity in rocks to “dig deeper.”



Chapter 3

Rocks and Conductivity

Rocks can have conductivity and other properties that range over orders of magni-

tude. A reliable interpretation of a reconstruction of the conductivity underground

depends on a sound understanding of the geology of the expected materials.

3.1 Rock Classifications

The classification of the world around us forms a basis for much of the natural

sciences. Minerals form an important component of these classification schemes

according to Linnaeus’ broad taxonomic system (plant, animal, mineral) and the

modern Nomenclature Codes for plants, animals, bacteria, viruses and minerals that

have grown from Linnaeus’ Latin binomial nomenclature (Linnaeus, c.1753). Solid

homogeneous chemical compounds with a crystalline structure formed through ge-

ological processes are classified as minerals by the governing body of mineralogical

naming, the International Mineralogical Association (Martin, 1998). Mineraloids are

similar to minerals but do not exhibit their crystalline structure.

31
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(a) igneous (b) sedimentary (c) metamorphic

Figure 3.1: Examples of igneous, sedimentary and metamorphic rock; (a) igneous
obsidian, gabbro and granite (top to bottom), (b) sedimentary sandstone, shale and
brecia (top to bottom), (c) metamorphic gneiss, marble and folliated granitic gneiss
(top to bottom)

The familiar rocks we see about us in our everyday lives are a solid conglomera-

tion of a range of these minerals and mineraloids. The most significant differentiator

between types of rock is their rate of formation. Igneous rocks are formed from

magma flows; either molten lava cools underground, as with granite, or is forced to

the surface and expelled through a volcanic eruption as in pumice and rhyolite. Sed-

imentary rocks, on the other hand, are formed near the surface from organic matter,

chemical precipitates and fragments of older rocks. Sediment is compressed by layers

above to form sandstone, shale and limestone amongst others. Metamorphic rocks

are formed of other rock under much greater pressure and heat than sedimentary

rocks. The heat and pressure recrystallizes existing minerals into new forms.

The possible combinations of minerals that form rocks exist in a broad spectrum.

Combinations of minerals that can form a type of rock are dictated by their combined

phase diagram. The Eutectic point in the phase diagram (a particular combination

of mineral ratio and temperature) will identify when minerals solidify into a common

material rather than cooling at different temperatures into separated layers (Klein
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and Philpotts, 2013, §8.3). The first mineral to cool crystallizes and precipitates

out of the combined liquefied mineral melt. The precipitation removes a portion

of a mineral from the available combined mineral melt which changes the ratio of

materials in liquid form. The operating point on the phase diagram (temperature

versus mixture ratio) then moves, and the liquid’s temperature cools. Eventually

the mineral melt reaches a Eutectic point at which time the materials combine at

the crystalline level and precipitate together, which holds temperature stable, until

there is no liquid material remaining. The combined material can be homogeneous or

exhibit particular bands, rods, or other crystalline structures of alternating material.

The naming and identification of a particular rock is primarily a communication

tool. It selects a point from the spectrum to use as a reference for identifying rocks

of a similar make-up. Rock names are used to classify and clearly communicate

about the existing geology of a region. The art and science of identifying stone and

inferring the geological story surrounding it forms an important part of the work of

geology. The knowledge of how and when rocks were formed is used to understand

where potential resources might exist and to predict the likelihood and outcome of

natural events such as earthquakes and volcanic eruptions (Renton, 1994; Skinner

and Porter, 1987).

The identification of rocks in the field and laboratory is performed with a range of

tools from hammer and microscope to X-ray crystallography and chemical analysis

(Figure 3.2). Direct observation remains a key tool in the field. Hardness, cleavage,

specific gravity, luster, colour, streak, texture and crystalline structure are the com-

mon properties used to differentiate rocks (Coe, 2010). When the rock is not directly

available for examination, indirect measures such as electric, magnetic, radioactive
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(a)

(b)

(c)

(d)

Figure 3.2: Geologists hammers; Hardened steel head to prevent metal splinters
when breaking rocks. Spike or chisel end for freeing specimens and clearing cover.
(a) Estwing rock pick, (b) Wood-handled rock pick, (c) Estwing crack hammer, (d)
Loupes (magnification) for examining rocks.

and acoustic properties can be acquired. Each of these properties may be used to

aid in classifying a particular rock or group of rocks.

3.2 Conductivity Mechanisms

The conductivity of a particular rock specimen is mainly the combination of the

conductive properties of the constituent minerals, the structure of the rock, and the

degree of water saturation. The conductivity of rocks varies over nearly twenty-four

orders of magnitude because rocks can consist of such a wide range of materials and

those materials can be constituted in many forms (Touloukian et al., 1989; Keller

and Frischknecht, 1966; Telford et al., 1990) (Figure 3.3).

Materials can be classified by their ability to provide charge transport mechanisms

and their resulting conductivity. Charge as ions, electrons or protons are transported

through the rock and across interfaces between media via diffusion, percolation,

tunnelling and thermal-convection (Touloukian et al., 1989). A measurement of
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Figure 3.3: Typical rock and mineral conductivities; relevant conductivities for near
surface rocks are identified in the lower portion of the chart

conductivity in a solution depends on the ionic mobility and concentration. Ions

are formed from electrolytes that dissociate into charged particles when dissolved in

an appropriate solution. The movement of those ions is hindered by fluid viscosity

and particle interactions. An increase in temperature strongly affects ion mobility.

At high temperatures, entire atoms move through ionic percolation; while at lower

temperatures, tunnelling or defect diffusion allows charge transport. Most rocks tend

to be insulators with large energy barriers between adjacent atoms so that electrons

and protons are not the mechanism of charge transport. Conversely, metallic rock

provides a uniform distribution of available valence electrons allowing conductivity

through electron migration. Semiconductors fill the middle ground where an energy

barrier just high enough to prevent electron transport without external energy exists.
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Concentrations of naturally occurring semiconductors are rare.

When the charge distribution changes in a non-uniform manner, charge accumu-

lates resulting in polarization. A force supplied through electric fields, mechanical

deformation, material changes or chemical reaction can motivate charge separation

and resulting polarization behaviour (Touloukian et al., 1989). In impedance imag-

ing, polarization effects due to electric fields are usually dominant.

Charge separation mechanisms under an electric field at high frequency (1024 –

1012 Hz) vary in scale from distortions of electron clouds to preferential alignment of

polarized molecules. For lower frequencies (< 109 Hz), interface polarization occurs

due to charge accumulation (Touloukian et al., 1989). Bulk transport phenomena

dominate when wave lengths are greater than the rock grain size. Interfaces may

be abrupt, such as at material boundaries, or distributed due to regions of local

variation in electrical properties of a material.

The electric fields that drive charge transport and charge separation are not exclu-

sively supplied by external sources but can also be generated internally by a material

(Touloukian et al., 1989). In rocks, the streaming, Nernst, Dorn (sedimentation),

diffusion and redox potentials can play important roles. The Galvanic (contact)

and Seebeck (thermoelectric) potentials tend to contribute little to charge transport

within rocks. In particular, the streaming or electro-osmotic potential plays a key

role in the behaviour of ionic flow through rock pore spaces by resisting the prevailing

electric current.
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3.3 Archie’s Law for Sedimentary Rocks

The Schlumberger brothers first made electrical surface resistivity measurements in

1911 (Schlumberger, 1920; Allaud and Martin, 1977), but it wasn’t until Archie of

Shell Oil published (Archie, 1942) that the relationship between sedimentary rock

porosity, resistivity and saturation became clear. There are many models for specific

conductivity modes in rock, but these complex models generally can be reduced to

a few commonly used empirical models.

Charge transport through the rock pores plays a primary role in many sedi-

mentary rock types. Conductivity in sedimentary fluid filled rocks σr is commonly

modelled using Archie’s Law (Archie, 1942)

σr =
1

a
σwϕ

mSn
w (3.1)

where the water conductivity σw, pore volume fraction ϕ, and saturation Sw along

with three empirical constants a, m and n can closely fit measured sedimentary

rock conductivities. Archie’s Law assumes that the main conductivity mechanism

is charge transport through the pore structure rather than conduction through the

rock fabric or due to water-rock chemical interaction. The pore volume fraction

0 ≤ ϕ < 1 is the fraction of the rock that is empty space available to be filled with a

fluid while the saturation fraction Sw indicates how much of that space is occupied

by fluid. The empirical value m has been found to depend on pore and grain texture

and is commonly referred to as the cementation exponent. The value of m would be

1.0 for parallel capillaries and is 1.3 for packed spheres (for example, uncompacted

sand) and typically increases with the degree of cementation. For most sedimentary
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rocks, m is in the range of 1.8–2.0. The empirical factor a corrects for variation in

compaction, grain size and pore structure and depends on the length of the current

flow paths. a is commonly referred to as the tortuosity because it potentially corrects

for variation in the connectivity through the pore paths. The final empirical factor n

reflects the “wettability” of rock where non-conductive fluids in the pore space such

as hydrocarbons reduce the ability to maintain surface water layers in the pore as

saturation is reduced. The saturation exponent n is commonly close to 2.0. At sea-

level pressures, the pore volume fraction can be considered constant for a particular

rock. At greater depths within the crust, pressures are high enough to compress the

rock and reduce or close off pore spaces. Water conductivity σw is strongly affected

by temperature, pressure and ion concentrations. For metamorphic and igneous

rocks, the cementation exponent m can be much larger (Wright et al., 2009).

Two oft cited geophysics measures of rock formations use Archie’s Law: the

formation factor and resistivity index (Kemna, 2000). The formation factor F is the

ratio of the water and rock conductivities at 100% water saturation (Sw = 1.0)

F =
σw

σr|Sw=1.0

=
a

ϕm
(3.2)

while the resistivity index I is the ratio of rock conductivity at 100% water saturation

to the in situ rock conductivity

I =
σr|Sw=1.0

σr

= S−n
w (3.3)

The formation factor and resistivity index are notable because they cancel the effect

of water conductivity σw which may not be known (Ucok et al., 1980).
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3.4 Clay Minerals in the Near Surface

Clay minerals are the insoluble products of chemical weathering that result in fine

particulate matter a thousand times smaller in diameter than sand. Clay can typ-

ically contain 10–60% water and exhibit grain arrangements that lead to variable

conductivity depending on orientation.

Archie’s Law assumes that the primary conduction mechanism is ionic transport

through the pore spaces. In cases where this is not true, Archie’s model fails to

accurately estimate conductivity for those materials. In particular for clay, or rocks

containing a significant ratio of clay, the clay itself provides the main conduction

mechanism through cation/anion exchange.1 Clay is frequently encountered, outside

of the tropics, when acquiring near surface measurements (Renton, 1994).2

Clay develops an electrical double layer of ions on the fluid-solid interface which

strongly affect its electrical and chemical behaviour. A layer of charged ions is

trapped along the surface; ions are adsorbed due to chemical interactions with the

solid. A second layer is attracted from adjoining fluids to the first through Coulomb

forces. The combined layers are (approximately) electrically neutral, as the charges

on the ions cancel. The “double layer” is not, in fact, a precisely layered sequence

of ions but is commonly modelled as a diffuse region with exponential decay away

from the interface (Stern, 1924).

An electrical double layer has two important properties: conduction and charge

storage. Conduction can occur preferentially along the double layer; ion density is

1Materials such as metal, graphite or minerals with a “metallic luster” also break this assumption
because they conduct mainly through electron transport.

2Clay is a dominant component of most soils. In the tropics, the extreme weathering decomposes
clay into hydrated oxides of aluminum and silicon dioxide. The concentration of these oxides leads
to reduced agricultural soil quality. (Renton, 1994)
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higher than in the fluid. This conduction is important in materials with a large

surface area to volume ratio, such as clay. The trapped ions are a stored charge;

changes in the potential applied to the material exhibit capacitive effects. These

capacitive effects are the same ones observed as polarization on electrodes.

A common adaptation of Archie’s Law, the Waxman-Smits equation (Waxman

and Smits, 1968), attempts to account for the effects of clay by adding elements that

support variation in ion mobility and concentration

σr =
Sn
w

F

(
σw +

BQv

Sw

)
(3.4)

where B is the average ion mobility and Qv is the cation concentration per unit pore

volume. The pore fraction, cementation exponent and tortuosity aϕ−m of Archie’s

law have been converted to a formation factor F using (3.2). These values must typ-

ically be fitted to careful lab measurements of core samples to correlate conductivity

with saturation (Merrit et al., 2015).

For mixtures of clay in a rock matrix, the Maxwell-Garnett Effective Medium

Approximation (EMA) is sometimes applied (Maxwell-Garnett, 1904). For an ar-

rangement of spherical inclusions of conductivity σi in a matrix of conductivity σm,

the effective conductivity σe is found to be

σe = σm
2δi(σi − σm) + σi + 2σm

δi(σm − σi) + σi + 2σm

(3.5)

for inclusions comprising 0 ≤ δi ≤ 1 of the volume, so long as the denominator does

not vanish. The mixing equation (3.5) provides a bound on expected conductivity

for mixed rock materials (Robinson and Friedman, 2003).
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3.5 Water Conductivity

Changes in the conductivity of water can confound the interpretation of a conductiv-

ity reconstruction. Water conductivity is influenced by ion concentration, pressure

and temperature.

At temperatures between freezing and boiling, water can take a wide range of

conductivities (Waxman and Thomas, 1974). At low temperatures, ionic mobility

and the corresponding conductivity are reduced up to the point where water forms a

solid. At high temperatures, the energetic movement of the water molecules tends to

interfere with ionic conduction and reduce conductivity until the liquid turns to gas.

As both solid and gas, the ionic conductivity mechanism is disabled and other, gen-

erally less conductive mechanisms, dominate. At typical groundwater temperatures,

conductivity increases with increasing ionic mobility due to increasing temperature.

Pressure changes the boiling and melting points of water and simultaneously

changes the conductivity. Under great pressure the maximum conductivity can be

significantly different than at the surface (Wyble, 1958).

Periods of flooding and run-off can cause abrupt increases in water conductivity

by dissolving dry minerals into solution at the surface. A dry period can result in an

increase and then decrease in conductivity as ion concentration initially rises through

evaporation and then falls as the wet material dries. Periods of prolonged heavy rain

tend to reduce surface water conductivity through ionic dilution (Light et al., 2005).

A comprehensive model of water conductivity at the surface would account for

pressure, temperature and ionic effects (ion types and their concentration). Mod-

elling these effects is not trivial. Seasonal heating at depth is a damped sinusoid

that is modified by layered materials with differing thermal conductivities. Inputs
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for heating, pressure, rainfall and ion concentrations would need to be monitored to

correlate measurements to a model. Alternatively, direct measurements (a thermis-

tor array over depth) can be correlated to a model assuming homogeneous material

T (z, t) = T̄ + Ae−z/d sin(ωt+ ϕ− z/d) (3.6)

for temperature T at time t and depth z. Mean air temperature T̄ , amplitude A,

characteristic penetration depth d and phase offset ϕ are fitted to measured annual

temperature variation (Chambers et al., 2014).

When pressure and ion concentrations do not vary significantly, conductivity

variation is typically linearized within a temperature range. At the surface, wa-

ter conductivity is commonly characterized as increasing by 2% per degree Celsius

(+2%/°C) over the range of 15 – 25° Celsius (Light et al., 2005). In combination

with (3.6), the known dependence of conductivity with temperature can be used to

estimate the expected seasonal conductivity changes in the ground. Knowing the ex-

pected conductivity due to seasonal variations more clearly reveals other changes in

conductivity which are typically due to moisture content changes (Chambers et al.,

2014).

3.6 Fractured and Porous Rock

Rocks with open interconnected fissures or breaks in the medium tend to be domi-

nated by ion conduction through these gaps. The effect of the streaming potential

in near surface rock is reduced when conduction occurs outside of the rock pore

spaces. (The streaming potential retards ionic flow; ions trapped on the pore walls
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resist movement of ions in the adjacent fluid.) Conduction of ions in water seeping

through the rock fractures becomes the dominant conductive mechanism. The ap-

parent macro scale conductivity is then the result of the connectivity and alignment

of conduction paths. Fractures aligned along a plane can result in observations of

strong anisotropic conductivity. Rock develops fractures perpendicular to the least

principle stress. A vertically loaded shale will develop horizontal fractures that result

in greater conductivity in the horizontal plane than vertically. The difference between

unconnected and connected fractures with water seepage can be significant enough

to be observed in fractured rocks (Hill, 1972; Scesi and Gattinoni, 2009). Changes

in conductivity magnitude and anisotropy can be used to monitor the development

of stress fractures over time (Nicollin et al., 2010).

Metamorphic and igneous rock exhibit different conductivity behaviours than

sedimentary rock. Archie’s model for conductivity does not reflect this difference.

None the less, the model can be roughly fit to porous igneous pumice and similar

materials (Wright et al., 2009). Metamorphic and compact igneous rock such as

basalt tend to exhibit lower conductivity than sedimentary rocks since the pore space

is much smaller. One notable feature of this tighter pore space is that hydration and

surface temperature tend to have less affect on conductivity (Lee et al., 1983).

3.7 Impedance and Landslides

An image of impedance near the surface has a close relationship to the lithology of

the structure being imaged. Electrical impedance contrasts between adjacent rock

units can reveal variation in their physical characteristics (Jongmans and Garambois,
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2007; Supper et al., 2014; Perrone et al., 2014).

On slopes, lithology can affect slope stability; moisture content changes the char-

acteristics of rock and particularly clays. An increase in moisture content decreases

shear strength due to raised pore pressures and increases shear stress due to increased

mass. Through careful lab work and on-going monitoring, there is the opportunity

to proactively monitor and predict slope failure using impedance imaging (Friedel

et al., 2006; Lebourg et al., 2010).

3.8 Discussion

Knowledge of the relationship between in situ rock and its conductivity informs

decisions about the validity of reconstructed conductivity images. The combination

of images and geological observations can be used to make choices about where and

when to gather further data. This data can take many forms such as where to drill

or dig test holes, realignment of the conductivity survey, or the collection of different

types of weather data. Additional data can also be used as prior information in the

model for the inverse conductivity problem.



Chapter 4

Inverse Problems

The inverse problem is to take measurements and determine the model parameters

that best fit these data. The definition is broad; the field of inverse problems has fo-

cused on functions that are mathematically hard to resolve. The definition of inverse

problems encompasses all three types of PDE: elliptic, hyperbolic and parabolic. We

focus here on the elliptic PDE inverse problem of impedance imaging. For impedance

imaging, examples of interesting model parameters are interior conductivity, contact

impedance, electrode position and boundary shape.

A forward problem translates model parameters and stimulus into measurements

F(σ,B, T ) = v (Figure 4.1). When a forward problem is linearized about a set of

model parameters σ, it is characterized by the sparse system matrix A. The system

matrix incorporates the implicit and explicit model parameters such as geometry,

conductivity and electrode locations. The system matrix also embodies a particular

choice of discretization. The measurements v are determined by applying stimulus

45
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(a) forward
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Figure 4.1: Forward and inverse problems; the forward problem constructs a sys-
tem based on model parameters σ, and then estimates the measurements v that
would result from some input stimulus B from selected electrodes T ; an inverse
problem takes the input stimulus B and measurements v on selected electrodes T
to reconstruct an estimate of the model properties σ

B such that

F(σ,B, T ) = v ⇝ vi = TiA−1Bi (4.1)

The inverse problem is not the linear algebraic inverse of the forward problem

(A−1)−1x = b. We are not interested in learning the stimulus b used to construct

our measurements, nor do we know the voltages x throughout the interior. Instead,

we are interested in the model parameters σ. Therefore, while the forward model

may be linearized so that F ≃ A, a linearization of the inverse model does not

involve the same parameters (F−1 ̸= A−1). In the inverse problem, a procedure

for learning the model parameters that best fit the measurements is required. The

method needs to be robust in the face of adverse numerical conditions.

4.1 Ill-posed and Ill-conditioned

Forward problems for physical scenarios tend to be well-posed while their inverse may

be ill-posed (Hadamard, 1902). A well-posed problem has a solution that exhibits
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the conditions of existence, uniqueness and stability so that it changes continuously

and slowly with the initial conditions. A problem that does not meet the criteria for

a well-posed problem is said to be ill-posed. For many impedance imaging problems,

the condition of stability is violated such that a small perturbation of the input

measurements from a system may cause a large change in the estimate of output

model parameters. This unstable behaviour makes it difficult to find a solution

because most solution methods assume that as the correct solution is approached

through variation of parameters, the error in the solution is reduced.

When a discrete approximation to an ill-posed problem is formulated, such as with

the FEM, instability typically translates to an ill-conditioned discrete linearization.

Even if originally well-posed, when a problem is discretized and suffers from an

accumulation of numerical, measurement or model errors, the problem may become

ill-conditioned. Ill-conditioning of discrete problems can be estimated by calculating

the condition number κ(·) of a matrix A

κ(A) = ||A−1|| · ||A|| ≥ 1 (4.2)

Examining the relationship of the singular values from a Singular Value Decomposi-

tion (SVD) can provide insight into the source of instabilities and possible remedies.

The SVD is formed as

UΣV = A SVD (4.3)

where U and V are the left and right singular vectors and Σ is a diagonal matrix of

the singular values in decreasing order from top-to-bottom. The condition number is
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then the ratio of the largest to the smallest singular values κ(A) = max(Σ)/min(Σ).

In finite precision calculations, a large condition number can serve as an indication

that calculations are likely to become numerically unstable due to loss of preci-

sion1. The successive additions and multiplications of the algorithms combine finite

numbers with a wide range of exponents to reduce the number of digits containing

useful information (Goldberg, 1991; Higham, 2002). A widely used example of finite

precision variables are the IEEE-754 64-bit double precision floating point numbers

(IEEE, 2008). A “double” has 15 significant digits: 1 sign bit, 11 bits of exponent, 52

bits of fraction and one implied fractional bit that gives a smallest possible fraction

ϵ = 2−53 ≃ 1.11× 10−16.

For an overdetermined inverse system, there are fewer unknowns σ than data v;

an example being to calculate a best-fit homogeneous conductivity σ1.

σ̂1 = argmin
σ1

||F(σ1,B, T )− v||2 (4.4)

Overdetermined systems typically meet the criteria for well-posed problems.

Conversely, underdetermined systems have many unknown model parameters σ

and few measurements v. If the measurements are consistent enough a best-fit

estimate will approximate the true model parameters. When the measurements

are noisy or otherwise contradictory, the system may be regularized to facilitate

convergence to a solution. Convergence is achieved by removing problematic small

singular values as indicated by the condition number.

1In general, a condition number κ(A) = 10k indicates an expected loss of k digits of precision.



4.2. REGULARIZATION 49

4.2 Regularization

Regularization may be considered a form of additional prior information applied

with the intent of achieving a better conditioned problem. Regularization provides a

reduction in the variance (error sensitivity) of a reconstruction in exchange for bias

on the solution space. A problem with additional regularization can be restated as

an optimization with new penalty terms

σ̂ = argmin
σ
||F(σ,B, T )− v||+ ||λR(σ − σ∗)|| (4.5)

Linear regularization schemes can be formulated as a weighted penalty λR on changes

in the model parameters σ away from a prior assumed value σ∗.

The simplest example is Tikhonov regularization which uses an identity ma-

trix to regularize the problem R = I (Tikhonov and Arsenin, 1977). Generalized

Tikhonov regularization may be applied to all problems of the same form as (4.5).

The Tikhonov regularization penalizes excessively large model parameters σ. The

hyperparameter λ adjusts the strength of the regularization relative to the measure-

ment residual. Setting the hyperparameter to zero (λ = 0) removes the regulariza-

tion. Note that removing the prior (σ∗ = 0) is the same as assuming the prior was

zero everywhere.

A Truncated Singular Value Decomposition (TSVD) calculates the SVD of a ma-

trix but drops all singular values less than a particular threshold. By examining the

SVD singular values, it can be shown that using the TSVD is a form of Tikhonov

regularization (Hansen, 1998). The truncation threshold for the TSVD determines

the maximum value for which “small” singular values will be set to zero. The hy-
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perparameter λ in Tikhonov regularization can be adjusted to achieve the same

effect as a specific TSVD truncation threshold. The Tikhonov hyperparameter value

to achieve an equivalent TSVD threshold will vary depending on the measurement

residual ||F(σ,B, T )− v|| and is problem dependent.

Laplace regularization is similar to Tikhonov regularization but applies a discrete

derivative to the solution parameters through the regularization matrix R to enforce

a non-smoothness penalty. The non-smoothness penalty is achieved by taking each

parameter i as the diagonal parameters of the regularization matrix Ri,i = N and

subtracting the N adjacent parameters j such that Ri,j = −1. In the simple case of

a one-dimensional problem with four parameters

R =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 −1 0 0

−1 2 −1 0

0 −1 2 −1

0 0 −1 1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(4.6)

In two or more dimensions, the direction of the smoothing can be selected by careful

application of these discrete derivatives.

The two terms,

||F(σ,B, T )− v|| measurement residual and (4.7)

||λR(σ − σ∗)|| regularization, (4.8)

may have different norms applied. For example, the measurement error can be

treated as an L2-norm while the regularization is treated as an L1-norm. The L1-
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norm sums two errors of half magnitude to equal a single error of full magnitude

||F(σ,B, T )− v||1 =
∑
i

(F(σ,Bi, Ti)− vi) (4.9)

while the L2-norm will penalize the single error more strongly since errors are sum-

squared.

||F(σ,B, T )− v||22 =
∑
i

(F(σ,Bi, Ti)− vi)
2 (4.10)

An L2-norm || · ||2 penalizes terms as though they were orthogonal and unrelated.

An L1-norm || · ||1 takes the sum of the errors, treating all differences as equivalent.

The L2-norm has the effect of smoothing edges while the L1-norm tends to preserve

those edges. The L1-norm preserves edges because a sharp transition between two

values is not penalized as strongly as with an L2-norm. The L2-norm solution can be

strongly skewed by outliers or erroneous imputed data due to the squaring of errors.

The choice of which norm is appropriate is problem dependent; problems with strong

discontinuities or numerous data outliers may be better served by the L1-norm.

In this work, we have focused on the L2-norm. For further information on the L1-

norm and specific requirements around working with the non-differentiable regions

of the Total Variation (TV) L1 solution through the Primal-Dual Interior Point

Method (PD-IPM) see (Rudin et al., 1992; Borsic and Adler, 2012).
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4.3 Hyperparameter Selection

Where a hyperparameter λ is present, determining its value becomes a secondary

optimization problem. Two well understood methods that do not require the mea-

surement noise to be known a priori are commonly employed: the L-curve and the

Generalized Cross-Validation (GCV) methods. Other methods include the discrep-

ancy principle, restricted maximum likelihood and the unbiased predictive risk esti-

mator (Morozov, 1966; O’Sullivan, 1986). We focus here on the widely used L-curve

and GCV methods to give some flavour for how these methods compare.

The L-curve method solves the problem many times in searching for an optimal

hyperparameter value (Hansen, 1992). The procedure is to select a range of hyper-

parameters and plot a graph of measurement mismatch ||F(σ,B, T ) − v|| against

regularization terms ||λR(σ − σ∗)||. For many problems, the curve will look some-

what like a curved L when plotted on a log-log scale. When the hyperparameter is

very small, the measurement mismatch is large. When the hyperparameter is very

large, the regularization term is large. Somewhere between these extremes a hyper-

parameter value may be found that minimizes both terms at the point of maximum

curvature (Figure 4.2a). For measurements with large noise η or other sources of

error, the “L-curve” can be stretched beyond recognition.

The GCV method is a leave-one-out method that solves the inverse problem

while leaving out a single measurement and then calculates the residual for that

measurement (Wahba and Wang, 1990). This procedure is repeated for each mea-

surement, and the sum of the misfits gives the GCV misfit. These values are plotted

against a range of hyperparameters, and the minimum GCV misfit gives the optimal

hyperparameter value (Figure 4.2b).
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Figure 4.2: Idealized L-curve and Generalized Cross Validation (GCV) plots; (a)
an L-curve plots measurement residual ||F(·) − v|| against regularization residual
||R(σ−σ∗)|| for a range of hyperparameters λ, the optimal value λ∗ is at the inner-
corner of the “L,” maximum measurement error λ = 0 is proportional to measurement
noise η, (b) GCV plots a range of λ against the sum of residuals for a single left-out
measurement, the optimal value λ∗ is the minimum misfit

Both methods are dependent on the specific problem, measurements and noise

so that a hyperparameter value can not be chosen prior to evaluating the problem.

The L-curve and GCV methods may fail on one problem and give very good results

on another.

In general, these hyperparameter selection methods can be computationally ex-

pensive. For the L-curve, n = 10 or more inverse solutions must be found within

a range of hyperparameters that brackets the optimal value with enough resolution

to identify an appropriate point of curvature inflection. The GCV method expands

the cost to nm forward solutions for m measurements. If single reconstructions take

more than a short amount of time (short being subjective to the user), the additional

cost of L-curve or GCV can quickly exceed the perceived value. Some reconstructions

are compute limited and can already extend from hours to days to complete without
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additional L-curve or GCV iterations. On the other hand, these methods provide an

excellent retrospective check that an appropriate hyperparameter has been selected

once other adjustments to the algorithm have stabilized.

In this work, initial hyperparameter values have been selected based on an SVD

of the Jacobian JTJ to find the useful hyperparameter range (the singular value

range for an initial homogeneous conductivity model) and an L-curve has then been

plotted around a mid-point hyperparameter (singular value) to tune the selection.

In an automated environment, a method would need to be selected that is tested

against a range of problems likely to be seen in the field, but these issues are not

addressed in this work.

4.4 Jacobian

A search direction is generally required to construct an inverse solution. This search

direction may be calculated as a function of a linearized first derivative for changes

in the measurements v with respect to the model parameters σ. The first derivative

is referred to as the Jacobian J.

The Jacobian J is usually a dense matrix approximating the derivatives of a non-

linear system F(σ,B, T ) about a point σ. For each model parameter perturbation

∂σj and measurement ∂vi, the Jacobian matrix is calculated as row i, column j such

that

Ji,j =
∂vi

∂σj

=
∂F(σ,Bi, Ti)

∂σj

(4.11)

There are two predominant methods for calculating an estimate of the Jacobian.
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The simplest method is a direct numerical implementation of the Jacobian through

the perturbation method. On the other hand, the adjoint method for the conduc-

tivity Jacobian is generally a more efficient technique.

In the perturbation method, each model parameter is perturbed independently

and the forward problem is solved to estimate its effect on the measurements. Each

element perturbation gives a column j of the Jacobian after applying each stimulus.

Jj =
F(σ + δσj,B, T )

δσj

(4.12)

The key advantage of the perturbation method is its simplicity. There are two prin-

ciple draw-backs: the computational cost of solving the forward problem once for

every model parameter σ, and the difficulty in choosing a “good” perturbation. A

good perturbation is one that is sufficiently small so that it approximates the par-

tial derivative, while being sufficiently large to avoid the accumulation of numerical

errors.

The adjoint method for conductivity takes the dot product of the stimulus and

measurement vector fields to calculate the Jacobian (Wang et al., 2001; Borsic et al.,

2012). The stimulus field Ei(stim) is the current vector for each element Nj of the

FEM mesh −∇FΩ(σ,Bk, Tk) for a single stimulus k corresponding to measurement i.

The measurement field Ei(meas) is found by swapping measurement and stimulus elec-

trodes to create a new stimulus B̂i and solving the forward problem−∇FΩ(σ, B̂i, Ti).

Ji,j =

∫
Ω

NjEi(stim) · Ei(meas) (4.13)

The forward solution typically solves the interior voltage distribution as a by-product
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of finding the measurements at the electrodes. The solution for the interior potential

would then be discarded, and a selection matrix would be used to construct the

difference between potentials at the electrodes. In the adjoint method, these interior

potentials are used to determine the fields: the negative gradient of the potential

Ei = −∇ϕi. A measurement field is calculated as if it were a new stimulus using the

measurement electrodes.

The adjoint method may reduce the number of calculations when the number

of electrode pairs used for stimulus or measurements are fewer than the number of

model parameters (for example, conductivity). An additional efficiency is gained by

avoiding perturbations to the forward system matrix A which supports the reuse of

the computationally expensive decomposition (QR, LU, SVD).

The adjoint method is nearly always a better choice when available; it is more

efficient to calculate and numerically stable. Note that fields for each element need

first be calculated for all electrode combinations (a forward solution without sys-

tem matrix perturbations for each electrode combination followed by calculations of

the field from the potential); then rows of the Jacobian can be calculated for each

measurement i

Ji,j = vj(Ei,j:(stim) · Ei,j:(meas)) (4.14)

Ji = V(Ei:(stim) · Ei:(meas)) (4.15)

where V is a diagonal matrix of the m element volumes vj and Ei(stim), Ei(meas) are

3×m matrices of the current vector dot-products.
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The “standard method” takes this same adjoint approach (§C)

Jσ = −TA−1CTS
∂D

∂σk

CX (4.16)

for measurement selection operator T , system matrix A, connectivity matrix C

assigning local nodes to global mesh nodes, a shape function S, and a conductivity

D which is currently varied one element of the parametrization at a time.

4.5 Parameter Spaces

The parameter space in which an inverse problem is reconstructed need not be the

same as the forward problem. An example is a three-dimensional forward problem

which models the current flow from small electrodes on a large horizontal surface.

The three-dimensional model of current flow is important; current flows throughout

the medium and radiates in all directions from the stimulus electrode. In the inverse

problem, the conductivity might only vary in a two-dimensional vertical plane under

the electrodes. A mapping must project between the two parametrizations.

Selecting appropriate parametrizations can be challenging. In general, parame-

trizations that align with real properties of the physical system have the best oppor-

tunity to improve a reconstruction. The mapping from inverse to forward problem

spaces is an important technique for controlling the ill-conditioning of a problem by

reducing the degrees of freedom. Having fewer inverse parameters to search for while

simultaneously having a highly accurate forward model may improve the condition-

ing of a problem.

Where a mapping M between the inverse and forward parameters is used, the
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Figure 4.3: Forward and inverse mappings; a mapping M takes the inverse parameter
space to the forward parameter space, a reverse mapping M−1 converts back to the
inverse parameter space.

mapping M−1 translates the Jacobian from the forward space to the inverse space

(Figure 4.3). The calculation of these mappings for irregular FEM meshes is com-

plex; there are degenerate cases that must be safely detected. Overlap volume for

tetrahedra in finite precision math depends on a few primitives that must be well

implemented (Skiena, 2008, §13.9, §17.1). There are two common approaches to

developing these primitives: estimation of tolerances and exact adaptive precision

(Fortune, 1996; Shewchuk, 1997).

In simulation, selecting an inverse parametrization that exactly matches the for-

ward problem is known as an “inverse crime.” Such a choice ignores discretization

errors and may lead to unreasonably good predictions of algorithm performance

(Kaipio and Somersalo, 2007; Wirgin, 2004).

4.6 Measurement and Parameter Weighting

A measurement weighting term W can be applied based on noise estimates or other

reliability criteria. The weighting matrix is commonly defined as the inverse noise

covariance of uncorrelated Additive Gaussian White Noise (AGWN). For AGWN,

the weighting matrix is a diagonal matrix with an entry for each measurement i
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according to the estimate of its noise variance Wi,i = 1/var(vi). This term is applied

by modifying the measurement residual L2-norm

||F(σ,B, T )− v||22 → ||F(σ,B, T )− v||2W (4.17)

||F(σ,B, T )− v||2W =
∑
i

Wi,i(F(σ,Bi, Ti)− vi)
2 (4.18)

The result will be a set of weighted residuals, where noisy measurements are nearly

zero and will no longer affect the choice of search direction. A new hyperparameter

λ may be required to achieve similar levels of regularization when noise variance

changes.

To avoid having to select a new hyperparameter when weights are adjusted, the

measurement variance var(v) or some equivalent measure of data quality may be

scaled

Wi,i = exp

(
− var(vi)

max(var(v))

)
; 0 < var(vi) < max(var(v)) (4.19)

so that a small quantity of noise will result in a nearly unit weighting Wi,i ≃ 1 and the

measurement with maximum noise will be de-weighted Wi,i ≃ 0. The denominator

max(var(v)) could be selected a priori based on system characterization so that a

very low noise set of measurements would not be unduly penalized. For a nonlinear

scaling of the measurements, the noise estimates should be similarly scaled.

The model parameters σ may also be weighted as a diagonal matrix S on the



4.6. MEASUREMENT AND PARAMETER WEIGHTING 60

L2-norm of the prior term

||λR(σ − σ∗)||22 → ||λR(σ − σ∗)||2S (4.20)

||λR(σ − σ∗)||2S = λ2
∑
j

Sj,j(R(σ − σ∗))
2 (4.21)

A common choice for parameter weighting is to normalize the parameters based

on their sensitivity; insensitive elements far from the electrodes are de-weighted2.

Sj,j =

(∑
i

Ji,j
2

)k

= ||Jj||2k2 (4.22)

for measurement i and element j. A sensitivity-based weighting with Tikhonov

regularization R = I is commonly called the Noser prior (Cheney et al., 1990).

Selecting k = 1 tends to push noise artifacts to the regions of the image with low

sensitivity; away from the electrodes. Setting k = 0 (removing weighting matrix

S) tends to result in artifacts clustered near the electrodes and boundary. With

k = 0.5, the calculation is the inverse 2-norm of a column of the Jacobian matrix J.

The intermediate k = 0.5 has been observed to distribute artifacts evenly throughout

the image and gives updates that are almost independent of discretization geometry

(Winkler and Rieder, 2015).

2(Winkler and Rieder, 2015) have SJ,σ = S/σ0: we note that for a homogeneous initial con-
ductivity σ0, this amounts to a scaling of the hyperparameter λ2 → λ2/σ0.
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4.7 Measurement Scaling

A nonlinear scaling of the measurements is, at times, appropriate to achieve a more

balanced weighting of measurements. For many EIT applications, electrodes are

situated in a reasonably symmetric arrangement about the circumference of the

object of interest. The average measurement between electrodes on these symmetric

arrays, assuming a homogeneous conductivity and convex surface, tends to be close

to other electrodes with similar spacing.

In arrangements where the electrodes are on an approximately planar surface,

electrodes at the outer edges of the array can have significantly lower average mea-

surements. The smaller edge measurements skew the reconstructed image because

model parameter changes will not cause the same quantity of error in the cost func-

tion as more central measurements would.

Typically a measurement scaling using the geometric factor G is used to correct

for this imbalance in measurement weightings. A diagonal matrix generated by

computing the equivalent measurements on a homogeneous 1 S/m or, equivalently

1 Ohm·m, forward model F(1,B, T ) is constructed. The inverse of the resulting

measurements becomes a geometric scaling factor where the measurements now have

units of apparent resistivity ϱ

Gϱ(v) =
v

F(1,B, T )
→ Gϱ =

1

F(1,B, T )
(4.23)

G′
ϱ =

∂Gϱ(v)

∂v
=

1

F(1,B, T )
= Gϱ (4.24)

where G′ is applied to the Jacobian Jϱ = G′Jσ using the chain rule. In biomedical

EIT, this scaling G has typically been referred to as “measurement normalization.”
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Geophysical ERT, where linear electrode arrays are wide-spread and absolute solu-

tions are common, frequently uses apparent resistivity.

The log of apparent resistivity ln ϱ follows a similar mapping

Gln ϱ(v) = k lnGϱ(v) = k ln
v

F(1,B, T )
(4.25)

G′
ln ϱ(v) =

∂Gln ϱ(v)

∂v
=

∂k lnGϱ(v)

∂Gϱ(v)

∂Gϱ(v)

∂v
=

k

v

1

F(1,B, T )
(4.26)

Choosing k = 1 gives the natural log scaling ln(·), while selecting k = 1/ ln(10) gives

the log base-10 scaling log10(·).

While uncommon, there are some situations where negative apparent resistivity

does occur. When a measurement is small due to electrode geometry F(1,Bi, Ti)→ 0

a small error in electrode placement can result in negative apparent resistivity. To

manage electrode placement error, one may filter the negative apparent resistivity

data based on a threshold geometric factor (Wilkinson et al., 2008). A region of high

impedance contrast near electrodes may also give negative apparent resistivity. It

may be better to avoid the use of apparent resistivity altogether when the source of

the negative apparent resistivity is unclear, for example after attempting to remove

negative values based on geometric considerations.

In some sense, a nonlinear scaling of the measurements is simple to implement

because it is a one-way transformation; the measurements are rescaled and disappear

into the solution without needing to compute the inverse mapping. This is not the

case for model parameters in an iterative reconstruction; at each iteration the scaling

is applied, and a new search vector in scaled-space is selected. The search vector then

needs to be converted back to the original space to update the model parameters.
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4.8 Model Parameter Scaling: Natural Limits

Inequality constraints may be implemented directly through specific algorithms such

as quadratic programming (Bertsekas, 1982). On the other hand, unconstrained

nonlinear solvers can be employed if an injective mapping is used to implement the

constraints (Polydorides et al., 2014). The selected nonlinear mapping must be real

analytic and monotonic. The mapping intentionally introduces nonlinearity in the

solution space. The mappings appear in a similar form to the measurement scaling

but (a) require an inverse mapping, and (b) are framed in the context of solution

constraints. These constraints may be applied on a block-wise or per-parameter basis

so that the constraints do not need to be uniform across the entire model parameter

set.

To implement a positivity constraint on the model parameters (σ > 0), a common

choice for a mapping is into log units (Barber and Seagar, 1987). For each iteration,

the model parameters are mapped to a new space σ → m, a search direction is

determined δm, and the search direction is mapped back to the original parameter

space δm→ δσ. The direction conversion is

Nln(σ) = m = k lnσ (4.27)

N−1
ln (m) = σ = exp

(m
k

)
(4.28)

for conductivity restricted to 0 < σ < ∞ with k > 0 or for resistivity restricted to

0 < ρ < ∞ with k < 0 where ρ = 1/σ. For a small change in conductivity, the
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chain rule for the Jacobian is calculated

Jm =
∂v

∂m
=

∂v

∂σ
Jσ

∂σ

∂ lnσ

∂ lnσ

∂k lnσ  
N′

ln(σ)

(4.29)

N′
ln(σ) =

σ

k
(4.30)

A change that exceeds the assumption of an infinitesimal change might be calculated

when converting the line search result from log conductivity to conductivity units

δσ = e
m+δm

k − e
m
k = e

m
k (e

δm
k − 1) ≃ σ

δm

k
(4.31)

where the approximation is a first-order Taylor series expansion of the natural ex-

ponent exp(x) =
∑∞

n=0 x
n/n!. As expected, the first-order Taylor series expansion

is equal to the Jacobian chain rule (4.30). By rearranging (4.31) to find a multiplier

to δm, we get

σ
δm

k
= δm δN−1

ln (σ) (4.32)

δN−1
ln (σ) =

σ

k
(4.33)

Choosing k = 1 gives the natural log scaling ln(·), while selecting k = 1/ ln(10) gives

the log base-10 scaling log10(·). Choosing k = −1 gives the natural log scaling in

resistivity and k = −1/ ln(10) gives log base-10 resistivity.

Typically, a new hyperparameter value λ is required when changing parame-

ter spaces; the effect of the regularization will be similar but not identical. When

sensitivity-based element weighting N is used, the new Jacobian Jm should be used



4.8. MODEL PARAMETER SCALING: NATURAL LIMITS 65

−2 −1 0 1 2

0

2

4

6

8

m

σ

em

10m

(a) logarithmic

−4 0 4

1

2

3
d

p

m

σ

p+ d−p
1+e−m

p+ d−p
1+10−m

(b) sigmoid; p = 1, d = 3

Figure 4.4: Natural limits: (a) logarithmic and (b) sigmoid mappings

to calculate element weighting in the modified parameter space m.

Extending this method, a sigmoid function provides the ability to set upper d

and lower p bounds on the model parameters in a similar fashion to the positivity

constraint (Figure 4.4). The bounding is achieved using a sigmoid 1
1+e−t or logistic

regression function.

N∽(σ) = m = −k ln
(
d− p

σ − p
− 1

)
(4.34)

N−1
∽ (m) = σ = p+

d− p

1 + e−m/k
(4.35)

for 0 < p < σ < d < ∞ with k > 0. The same procedure as for the log mapping is
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applied again here. The Jacobian chain rule is calculated

Jm =
∂v

∂m
=

∂v

∂σ
Jσ

∂σ

∂m
N′

∽(σ)

(4.36)

N′
∽(σ) =

d− p

k

e−m/k

(1 + e−m/k)
2 ; for m = N∽(σ) (4.37)

For a larger change in parameters, the change in conductivity δσ is calculated

δσ = N−1
∽ (m+ δm)−N−1

∽ (m) (4.38)

=
(d− p)(1− e−δm/k)

(1 + e−(m+δm)/k)(1 + em/k)
≃ δm δN−1

∽ (σ) (4.39)

δN−1
∽ (σ) =

(σ − p)

k

1

1 + em/k
; for m = N∽(σ) (4.40)

For the sigmoid function, the Jacobian chain rule and the change in conductivity

formulae are not the same. The sigmoid function may be used to replace the log

conductivity constraint without modification to the rest of the algorithm.

In either the log or the sigmoid mapping, the direct mapping function N(σ), the

Jacobian scaling N′(σ) and the updated inverse scaling δN−1(σ) are used within

the solver iterations. The prior σ∗ and Jacobian J are scaled, and then, once the

new search direction δm is determined, the scaling is reversed δN−1(σ) to give the

search direction in the original mapping δσ.
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Figure 4.5: Residual plots; (a,c) a forward model with two regions, one of high
conductivity and one of low conductivity , (b,d) residual R as a function of the
two sets of model parameters σ, the plots exhibit “banana” shaped residuals: iterative
(nonlinear) solvers are likely to handle these types of problems more successfully

4.9 Iterative Gauss-Newton

An iterative Gauss-Newton algorithm minimizes the L2-norm

σ̂ = argmin
σ
||F(σ,B, T )− v)||22 (4.41)

The iterative nonlinear Gauss-Newton algorithm that solves (4.41) may be imple-

mented as Algorithm 1. Reconstructions that exhibit asymmetric residual functions

would benefit from such an iterative procedure. The algorithm can follow the non-

linear contours of the residual to find a minimum, rather than being restricted to

minima that are linearly visible from the initial guess (Figure 4.5).

A homogeneous initial guess σ0 can be estimated based on a scaling of the ho-

mogeneous solution F(1,B, T ). By applying Ohm’s Law, one can find an L2-norm
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Algorithm 1 Gauss-Newton

σA

σB

R

(σn, rn)

αn
δσn

(σn+1, rn+1)

δσn+1

1: Fb(□)← F(□,B, T ) ▷ for a fixed stim/meas pattern
2: procedure GN(Fb(□),v) ▷ minimize (4.41)
3: σ0 ← (vTv)−1vTFb(1) ▷ initial guess as (4.44)
4: R(□)← ||Fb(□)− v||2 ▷ residual func
5: r0 ← R(σ0)
6: n← 0
7: repeat
8: rn ← Fb(σn)− v
9: Jn ← ∂Fb(σn)/∂σn ▷ Jacobian

10: δσn ← −(JT
nJn)

−1(JT
nrn) ▷ −J†r

11: αn ← LineSearch(R(□),σn, δσn) ▷ for 0 < αn < 1
12: σn+1 ← σn + αn δσn

13: n← n+ 1
14: rn ← R(σn)
15: until (n > N) or (rn < τ) or (rn − rn−1 < κ)
16: return σn

17: end procedure
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best-fit homogeneous solution σ̂0 using the pseudo-inverse of the measurements v.

V1 = IR1 ; V0 = IR0 where R = 1/σ (4.42)
V1

R1

=
V0

R0

where V0 = v, R1 = 1, V1 = F(1,B, T ) (4.43)

σ̂0 = v†F(1,B, T ) (4.44)

Iterations are halted when the solution converges to within an acceptable residual

(rn < τ), the iterations fail to improve the residual (rn − rn−1 < κ), or the iteration

limit is exceeded (n > N).

The line search to determine αn can be computed using a range of algorithms.

These algorithms are split into two classes: the exact and the inexact line searches.

Exact line searches find the precisely optimal step size (∂R/∂α = 0). An exact

search is not generally applicable to nonlinear optimizations where the form of the

residual functionR must be tested rather than analytically derived. Inexact searches

determine a sufficient step to ensure convergence without requiring the minimum

to be precisely located (Nocedal and Wright, 1999). The Gauss-Newton method

can make use of an inexact line search and still achieve a good convergence rate.

Common inexact searches are iterative backtracking (Algorithm 2), golden section

(Algorithm 3), and curve fitting searches (Algorithm 4) (Kiefer, 1953; Dennis and

Schnabel, 1996). A careful combination of curve fitting and golden section search

gives Brent’s method (Brent, 1973). In general, a minimum is bracketed, and then,

the range in which the minimum lies is localized sufficiently for the outer Gauss-

Newton iterations to make further progress. In the limit, a random direction with a

good line search can eventually find the minimum for many problems. The Wolfe or
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the strong Wolfe conditions can be used to check if a step is “sufficient” by checking

the value and curvature of the cost function in the vicinity of the proposed step

(Armijo, 1966; Wolfe, 1969).

R(σ + α δσ)−R(σ) ≤ τα δσT ∇R(σ) (Armijo rule: sufficient decrease) (4.45)

δσT ∇R(σ + α δσ) > κδσT ∇R(σ) (curvature condition) (4.46)

for 0 < τ < κ < 1. Typical values are τ = 1× 10−4 and κ = 0.9 or κ = 0.1. The

weak curvature condition (4.46) may be strengthened by replacing it with

|δσT ∇R(σ + α δσ)| ≤ κ|δσT ∇R(σ)| (strong curvature condition) (4.47)

to arrive at the strong Wolfe conditions. The Wolfe conditions require the partial

derivatives of the residual function R which is unappealing when their calculation is

costly. The form of the residual R is generally not available for impedance imaging

reconstructions which makes the approximation of the partial derivative∇R through

perturbation time consuming and numerically imprecise. In this work, a fitted fifth-

order polynomial line search was employed (N = 5 maximum iterations) without

explicit calculation of the Wolfe conditions (stop if r0− rn >
√
ϵ, for ϵ = 2× 10−16).

Impedance imaging problems are typically ill-posed and ill-conditioned so that the

standard Gauss-Newton algorithm (Algorithm 1) will not converge. Regularization

may be applied to stabilize the solution. Restated as a regularized minimization of
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Algorithm 2 Line Search: Backtracking

0

α = 0 α← b α

α

1: procedure BacktrackingLineSearch(R(□),σ, δσ, τ, b) ▷ 0 < b < 1
2: α← 1
3: r0 ← R(σ); rn ← R(σ + α δσ)
4: while rn − r0 ≤ τα δσT ∇R(σ) do ▷ Armijo condition as (4.45)
5: α← b α ▷ backtrack
6: rn ← R(σ + α δσ) ▷ for new α

7: end while
8: return α
9: end procedure

Algorithm 3 Line Search: Golden Section
α1 α2α3 α4

α1 α2α3 α4

α1 α2α3 α4

1: procedure GoldenSectionLineSearch(R(□),σ, δσ, τ)
2: ϕ← 1

2
(1 +

√
5) ≃ 1.618 ▷ Golden Section constant

3: α1 ← 0; α2 ← 1; α3 ← 1
ϕ2 ; α4 ← 1

ϕ
▷ test points

4: repeat
5: rn ← R(σ + αn δσ) ▷ for new αn

6: if r1 > r2 then ▷ drop α1

7: α1 ← α3; α3 ← α4; α4 ← 1
ϕ
α2 ▷ new α4

8: r1 ← r3; r3 ← r4
9: else ▷ drop α2

10: α2 ← α4; α4 ← α3; α3 ← 1
ϕ2α2 ▷ new α3

11: r2 ← r4; r4 ← r3
12: end if
13: until |α2 − α1| < τ(|α3|+ |α4|) ▷ min spacing, typically τ =

√
ϵ

14: return (α1 + α2)/2
15: end procedure
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Algorithm 4 Line Search: Curve Fit

α0 α2 α3 α1

α

R

1: procedure CurveFitLineSearch(R(□),σ, δσ, τ)
2: α1 ← 1; n← 1
3: r0 ← R(σ); rn ← R(σ + α δσ)
4: while rn − r0 ≤ τα δσT ∇R(σ) do ▷ Armijo condition as (4.45)
5: αn ← Fit(α0..n−1, r0..n−1) ▷ fit test points , select minima
6: rn ← R(σ + αn δσ) ▷ for new α

7: n← n+ 1
8: end while
9: return α

10: end procedure

the L2-norm, additional regularization terms are added to (4.41),

σ̂ = argmin
σ
||F(Mσ,B, T )− v||2W + ||λR(σ − σ⋆)||22 (4.48)

and iteratively updated by moving towards the inverse model parameters σn that

minimize the residual (Algorithm 5). Additions to Algorithm 5 with respect to

Algorithm 1 are highlighted.

The matrix M maps the inverse problem parametrization to the forward problem

parametrization. When the forward and inverse parametrizations are FEM elements,

the mapping is a geometric mapping between the two. Note that both the forward

M and reverse M−1 mappings are needed in the Gauss-Newton iterations. The prior

σ∗ may be set to the initial guess σ̂0 or some other value. A null prior estimate

(σ⋆ = 0) is a common choice.
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Algorithm 5 Regularized Gauss-Newton
1: Fb(□)← F(M□,B, T ) ▷ fwd model
2: procedure RegGN(Fb(□),v,W,R,M−1) ▷ minimizes (4.48)
3: σ0 ← (vTWv)−1vTWFb(1) ▷ weighted initial guess as (4.44)
4: σ∗ ← σ0 ▷ prior estimate
5: R(□)← ||Fb(□)− v||W + ||λR(□− σ∗)||2 ▷ residual func
6: r0 ← R(σ0)
7: n← 0
8: repeat
9: rn ← Fb(σn)− v

10: Jn ←M−1 (∂Fb(σn)/∂σn) ▷ Jacobian
11: δσn ← −(JT

nWJn + λ2RTR)−1(JT
nWrn + λ2RTR(σ∗ − σn))

12: αn ← LineSearch(R(□),σn, δσn) ▷ for 0 < αn < 1
13: σn+1 ← σn + αn δσn

14: n← n+ 1
15: rn ← R(σn)
16: until (n > N) or (rn < τ) or (rn − rn−1 < κ)
17: return σn

18: end procedure

For difficult problems, where the regularization still results in iterations that fail

to converge, constraints may be added in the form of weighting and scaling for both

model parameters and measurements to minimize the functional

σ̂ = argmin
σ
||G(F(Mσ,B, T )− v)||2W + ||λN(R(σ − σ⋆))||2S (4.49)

which results in Algorithm 6. The constraints restrict the range of the algorithm’s

search to prevent finite precision overflow and restrict the solution space to phys-

ically realistic ranges. Additions to Algorithm 6 with respect to Algorithm 5 are

highlighted.

For large inverse parametrizations, the dense matrix multiplication JTWJ re-

quired to find δσn in (14) can be space prohibitive. An m × n Jacobian with n =
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Algorithm 6 Scaled Regularized Gauss-Newton
1: Fb(□)← F(M□,B, T ) ▷ fwd model
2: procedure ScRegGN(Fb(□),v,W,R,M−1,G,G′,N,N′, δN−1) ▷ min (4.49)
3: σ0 ← (vTWv)−1vTWFb(1) ▷ weighted initial guess as (4.44)
4: σ∗ ← σ0 ▷ prior estimate
5: n← 0
6: repeat
7: rn ← G(Fb(σn)− v)
8: Jn ← G′M−1 (∂Fb(σn)/∂σn) N

′ ▷ Jacobian
9: if n = 0 then

10: S ← Sensitivity(J0,N(σ0)) ▷ from (4.22) (or = 1)
11: R(□)← ||G(Fb(□)− v)||W + ||λN(R(□− σ∗))||S ▷ residual func
12: r0 ← R(σ0)
13: end if
14: δσn ← −(JT

nWJn + λ2RTSR)−1(JT
nWrn + λ2RTSR(σ∗ − σn))δN

−1

15: αn ← LineSearch(R(□),σn, δσn) ▷ for 0 < αn < 1
16: σn+1 ← σn + αn δσn

17: n← n+ 1
18: rn ← R(σn)
19: until (n > N) or (rn < τ) or (rn − rn−1 < κ)
20: return σn

21: end procedure
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50,000 element inverse parametrization, when multiplied into an m ×m dense ma-

trix JTWJ requires 50, 0002 × 8 Bytes of memory: 18 GB memory. Calculating

(14) with a number of inner Preconditioned Conjugate Gradient (PCG) iterations is

much more efficient. The PCG iterations do not require explicit construction of the

JTWJ matrix product (Hestenes and Stiefel, 1952).

To reconstruct a change in the parameters from a known baseline, one can sub-

stitute

v → v0 +∆v ; σ → σ0 +∆σ (4.50)

v0 = F(σ0,B, T ) (4.51)

so that we now solve

∆σ̂ = argmin
∆σ
||F(σ0 +∆σ,B, T )− (v0 +∆v)||2W + ||λR(∆σ −∆σ∗)||2S (4.52)

where ∆σ̂ is the estimated change in the model parameters, ∆σ∗ is the prior esti-

mate of the change in the expected solution (∆σ∗ = σ∗ − σ0), ∆v = vB − vA is

the difference between two sets of measurements, σ0 is a set of background model

parameters, and v0 are the estimated measurements based on the forward model.

The prior estimate is frequently assumed to be zero (∆σ∗ = 0). A unit conductivity

homogeneous background is a common choice (σ0 = 1 S/m) or by homogeneous

best-fit to measurements (4.44).

A single Gauss-Newton iteration is frequently sufficient when the parameter

change is small ∆σ → 0. The difference one-step Gauss-Newton solution can be
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solved without a line search (α = 1) as

∆σ = −(JTWJ+ λ2RTSR)−1(JTW∆v − λ2RTSR∆σ∗) (4.53)

In solving the difference problem, any common errors between the two data sets tend

to cancel. Errors in boundary geometry, electrode placement and contact impedance

are not as important for difference reconstructions as when solving the absolute

problem (4.49).

4.10 Conjugate Gradient

The nonlinear Conjugate Gradient method is algorithmically very similar to the

Gauss-Newton method. The Conjugate Gradient method has the advantage of track-

ing the most recent search directions and being able to select an orthogonal search di-

rection when it detects that the search direction is oscillating (Shewchuk, 1994). This

conjugation behaviour allows the algorithm to quickly converge towards a minimum

within a narrow “valley” in the solution space. The Gauss-Newton method, in this

pathological case, will oscillate between the valley’s sides and only converge slowly.

The updates for a nonlinear Conjugate Gradient are solved as Algorithm 7 where

additions with respect to the Gauss-Newton method (Algorithm 6) are highlighted.

The conjugate direction sn is an adjusted search direction where the conjugate

scalar βn selects how much of the previous conjugate direction sn−1 to use. By setting

(β = 0), one gets the Gauss-Newton iterations. The most common criteria for the
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conjugate direction parameter β are (Nocedal and Wright, 1999)

βFR =
δσT

nδσn

δσT
n−1δσn−1

Fletcher-Reeves (4.54)

βPR =
δσT

n(δσn − δσn−1)

δσT
n−1δσn−1

Polak-Ribière (4.55)

βHS = − δσT
n(δσn − δσn−1)

sT
n−1(δσn − δσn−1)

Hestenes-Stiefel (4.56)

βDY = − δσT
nδσn

sT
n−1(δσn − δσn−1)

Dai-Yuan (4.57)

Only the Fletcher-Reeves criteria is guaranteed to converge, but in practice, using

the Polak-Ribiére criteria with a negativity restriction max(0, βPR) works well for

many problems by providing a reset to gradient descent (Dai and Yuan, 1999).

The Conjugate Gradient method requires the additional step of computing the

conjugate direction sn and conjugation parameter βn, as well as storing the previous

versions of the descent direction δσn−1 and search direction sn−1, but the Conju-

gate Gradient algorithm typically converges more quickly than the Gauss-Newton

algorithm.

As with the Gauss-Newton algorithm, iterations are halted when the solution

converges to within an acceptable residual (rn < ϵ), the iterations fail to improve

the residual (rn − rn−1 < τ), or the iteration limit is exceeded (n > N).
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Algorithm 7 Scaled Regularized Conjugate Gradient
1: Fb(□)← F(M□,B, T ) ▷ fwd model
2: procedure ScRegCG(Fb(□),v,W,R,M−1,G,G′,N,N′, δN−1) ▷ min (4.49)
3: σ0 ← (vTWv)−1vTWFb(1) ▷ weighted initial guess as (4.44)
4: σ∗ ← σ0 ▷ prior estimate
5: n← 0
6: repeat
7: rn ← G(Fb(σn)− v)
8: Jn ← G′M−1 (∂Fb(σn)/∂σn) N

′ ▷ Jacobian
9: if n = 0 then

10: S← Sensitivity(J0,N(σ0)) ▷ from (4.22) (or = 1)
11: R(□)← ||G(Fb(□)− v)||W + ||λN(R(□− σ∗))||S ▷ residual func
12: r0 ← R(σ0)
13: end if
14: δσn ← −(JT

nWJn + λ2RTSR)−1(JT
nWrn + λ2RTSR(σ∗ − σn))δN

−1

15: βn ← Conjugate(δσn, δσn−1, sn−1) ▷ β0 = 0 then (4.54)–(4.57)
16: sn ← δσn + βnsn
17: αn ← LineSearch(R(□),σn, sn) ▷ for 0 < αn < 1
18: σn+1 ← σn + αn sn
19: n← n+ 1
20: rn ← R(σn)
21: until (n > N) or (rn < τ) or (rn − rn−1 < κ)
22: return σn

23: end procedure
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4.11 Discussion

Regularization, scaling and weighting play an important role in achieving the best

possible reconstruction. Collectively, these mathematical tools provide the ma-

chinery to reliably reconstruct challenging nonlinear inverse problems. Somewhat

counter-intuitively, the complexity of these algorithms tends to mask subtle imple-

mentation errors. A robust algorithm can correct for these subtle errors by intro-

ducing artifacts so that detection and correction can be challenging.
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Chapter 5

Problems with Inverse Problems

Inverse problems lead to inherently low resolution images which can be difficult to

verify. There are two primary reasons: ill-conditioning and ill-posed-ness. Sufficient

regularization applied to an inverse problem will fix ill-conditioning by introducing

bias in the reconstruction. Regularization of an ill-posed inverse problem selects one

of many possible “right” solutions. On occasion, some part of a reconstruction will

go poorly. Some failures are apparent: the hardware may not power on or an algo-

rithm may produce Not a Number (NaN) floating point values. For the most part,

impedance imaging hardware will provide data, and the algorithms will produce an

image. The reconstructed impedance image may then lead to wrong interpretations.

How should one go about determining whether a result is satisfactory? If the result

is wrong, what caused the failure?

In this work, we report our processes, and the techniques used to find issues in

the specific context of impedance imaging and, more generally, for inverse problems.

We focus on the algorithmic aspects: the challenges in validating inverse problem

81
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codes as well as their inputs and outputs. This represents early work on a novel

aspect of inverse problems.

This work is naturally related to theories of software and algorithm debugging

(Gill, 1951; Zeller, 2009), defect and root cause analysis (Ishikawa, 1982; Wilson

et al., 1993) and business process analysis (Harry and Schroeder, 2000; Ohno, 1988).

Methods for debugging software or hardware are very heuristic by nature; they tend

to be problem dependent. The behaviour of experienced developers has been ob-

served for generic software problems and various theories of hypothesis testing and

defect finding proposed (Letovsky, 1987; Romero et al., 2007; Lawrance et al., 2013).

The importance of a precise, concise description of a defect directly impacts the

ability to reproduce and correct the root cause (Andersen and Fagerhaug, 2006).

These observations are useful in giving some general advice on the process of finding

defects: construct a clear problem description and then look to the design. Yet this

advice is not directly useful in helping to diagnose a problem based on the available

symptoms typical of an inverse problem. In the following, we propose to construct

a process for evaluating the quality of a result. A systematic process such as this

potentially allows the dissection of an algorithm to locate a specific cause within the

code base or algorithm inputs.

5.1 Tests of Validity

In testing inverse problem codes, we draw a distinction between proofs of correctness1

and the weaker claim of likely validity.2 Correctness implies a pass or fail criteria

1“correct a. True, accurate; [ . . . ] Hence [ . . . ] correctness n.” (Fowler and Fowler, 1964)
2“valid a. [ . . . ] sound, defensible, well-grounded [ . . . ] Hence validity n.” (Fowler and Fowler, 1964)
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which can be precisely defined. Validity, on the other hand, implies a statistical

view about the likelihood of a solution. This distinction is particularly apparent for

inverse problems where even a claim of validity can be difficult to construct because

the distribution of solutions is generally not known a priori for measured data. Our

inability to define an end-to-end outcome that is specific and correct drives our choice

of testing strategy which is to break the problem into smaller pieces and apply the

most appropriate method.

5.2 Challenges

Many computer programs may be decomposed into a sequence of boolean decisions.

Exhaustively proving a correct implementation for such codes can be combinatorially

overwhelming but is, ultimately, deterministic and lends itself to automation. Ex-

ploration of key points in the boolean decision space are possible through carefully

crafted input sequences or by providing directed random stimulus and comparing

the outcome to a simplified model. An automated and regularly executed test suite

is desirable because it may capture the unintended side-effects of fixes or new fea-

tures. An automated suite of tests is the standard software engineering solution for

maintaining the quality and correctness of a code base (Rothermel et al., 2004).

Unconstrained optimization problems have “typical” test functions which may be

applied to confirm that an algorithm can find the expected minima or compare per-

formance (Moré et al., 1981). These test inputs generally represent low dimensional

smooth cost functions so do not closely emulate expected inputs in an inverse prob-

lem. For inverse problems, it is inherently difficult to test a system which produces
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(c) 12 dB noise
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Figure 5.1: Sample reconstructions; (a) a forward model, (b) ideal reconstruction
without noise, (c) reconstruction with 12 dB noise (artifact circled ), (d) elec-
trode movement (artifact circled )

images with significant element-to-element variance. Even with a gold standard im-

age for comparison, two reconstructions with different noise samples can produce

images with quite different artifacts. Methods such as Markov Chain Monte Carlo

(MCMC) allow an empirical estimate of the source distribution per element (Kai-

pio et al., 2000), but such a sampling strategy requires a correct implementation to

enable a correct estimate. Without knowing the true distribution, the image itself

must be interpreted and judged equivalent: an inherently manual and human driven

process.

A poor reconstruction with artifacts of a particular magnitude and distribution

may mask the changes of interest: a false negative. Alternatively, artifacts may be

incorrectly interpreted and assigned some meaning: a false positive. Experienced

users can typically pick out particular patterns of artifacts to identify specific issues

in the data. Examples are noisy measurements due to poor electrode connections or

movement of the subject (Figure 5.1).

When debugging any problem, a clear idea of the expected outcome is impor-

tant. When a result is outside of the expected range or somehow “unusual,” a deeper

investigation can be initiated. The ability to set an expectation is deeply connected
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to an understanding of the system generating the result (Brooks, 1983). This ex-

pectation may be based on knowledge of the underlying mechanisms, physiology or

geology and an understanding of the inner workings of the hardware and algorithms.

Determining a “ground truth” for a site can be challenging for geological impedance

reconstructions; sites are unique and cannot generally be disassembled to determine

if the reconstruction matches the reality. A ground truth for geological applications

is typically based on historical and current topological maps and site plans, geolog-

ical maps and models, aerial photographs, intrusive sampling, a variety of sensor

modalities (for example, nuclear or acoustic), borehole logs, trial pits, or other geo-

physical and geochemical investigations. Less reliably, an expectation may be based

on a large number of previous reconstructions forming some empirical distribution.

The ability to quickly set an expectation is then tied to a users experience with the

system.

5.3 Proposed Process

Given the challenges inherent in demonstrating a correct or valid reconstruction, we

propose that, for inverse problems in general, trust in the overall design may be con-

structed by testing units of functionality and then building upon that foundation.

Individual components may (#1) be validated to perform as expected in isolation, or

(#2) compared against some gold standard, possibly after applying an appropriate

transformation. Next, (#3) the components can be reassembled and simulated data

followed through the algorithmic machinery. To confirm overall correct operation,

the outcome can be compared to a synthetic model which was used to construct
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the input data. Finally, (#4) the real data can be compared to simulated data.

A model can be manually refined to bring it into closer agreement with the real

measurements. Model refinements may adapt the geometry, conductivity or other

parameters to more closely match external data or hypotheses. If the two data sets

appear reasonably aligned, the flow of the algorithm can be monitored between the

two data sets to determine where processing diverges. The reconstructed image of

the real data may be contrasted with other images, estimates of sensitivity, external

information or extracted features (#5) to develop a meaningful interpretation of the

image in context. These ideas are illustrated in Figure 5.2, inspired by Maslow’s

Hierarchy of Needs (Maslow, 1943). Ultimately, the desired outcome is to either (a)

explain the unusual reconstruction as valid with a specific cause, (b) determine a

mismatch in data quality, or (c) identify some flaw in the algorithm or its implemen-

tation. One would expect that, after some period of time with a stable code base,

outcomes (a) and (b) would be predominant.

This philosophy of building up trust through proofs of correctness and validity

is applied here to the absolute iterative Gauss-Newton/Conjugate Gradient solver,

its input data and the resulting impedance reconstructions. To achieve these goals,

two approaches present themselves. First, to identify units of the algorithm and

independently confirm their correct operation. Second, to construct a means of

monitoring the operation of the algorithm at various points in the iterations and

in some sense develop a time series view of the algorithm behaviour around these

points.
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Figure 5.2: Proposed hierarchy of validation; proposed in this thesis, internal checks
of components and system (grey background , this chapter’s focus) form a trusted
platform upon which the input data may be compared to expectations (white back-
ground , the following chapter’s focus, Chapter 6), an interpretation (#5) decides
whether a result is reasonable, (#4) input and output may be compared,
(#3) synthetic data may be used to confirm correctness of the outcome for (a) an-
alytic, (b) simplistic and (c) realistic data, analytic solutions provide a mechanism
for independently confirming forward model F correctness, (#2) consistency be-
tween related groups of components may be validated and (#1) from each set of
components checked for consistency at least one needs to be confirmed to provide
correct results, symbols are listed in Table 5.1, points of comparison are identified
with dashed lines
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5.4 The Flow of Data

Tracing the data flow provides a visual roadmap. We use this roadmap for under-

standing how the components of the Gauss-Newton (Algorithm 6) and Conjugate

Gradient (Algorithm 7) algorithms interact with the data set. Interactive algorithm

visualization has had mixed success as a teaching aid in the classroom setting and

debugging tasks are generally accelerated with textual logs rather than visual aids

(Hundhausen et al., 2002). The flow chart of data movement (Figure 5.3), on the

other hand, provides a quick reference to a detailed algorithm description. The data

flow of the iterative solver is mapped out in detail in Figure 5.4 to aid in identifying

potential targets for validation and monitoring. These targets would be points in

the algorithm’s flow where a sensible, low-dimensional interpretation of the current

state can be made or where a set of these targets can be identified for comparison

across or within iterations.

In the Gauss-Newton and Conjugate Gradient algorithms shown in Figure 5.3

and Figure 5.4, data flows from the inputs to the outputs over the course of

a number of iterations. The main flow of the iterations is identified with heavier

arrows. Optional methods for constructing some inputs based on others are

identified with dashed arrows. Matrices multiplied with the data are identified

with while more complex processing are shown with . The symbols in the

figure correspond to Algorithm 7 of Chapter 4 and are summarized in Table 5.1.
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Figure 5.3: Representative iterative solver for inverse problems; an iterative Gauss-
Newton solver (Algorithm 1) uses a forward model Fb to estimate the sensitivity of
a measurement to model parameter change σ, a misfit is calculated based on input
data v and is used to estimate the next update direction δσ, a line search determines
α how far in that direction to proceed, the process repeats until a proposed best fit
for the data is determined
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Figure 5.4: Gauss-Newton and Conjugate Gradient iterations; Algorithm 7 inputs ,
outputs , core data flow , optional input construction , matrix multipli-
cations , equations and complex algorithms , symbols are listed in Table 5.1
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Table 5.1: Gauss-Newton and Conjugate Gradient symbols

Symbol Description

N,N−1,N′, δN−1 model parameter scaling
S model parameter weighting

G,G−1,G′ measurement scaling
W measurement weighting

M,M−1 forward ↔ inverse parameter mapping
δm, δσ descent direction; mapped, conductivity
sn, sn−1 search direction at iteration n and n− 1

βn conjugate gradient update, β = 0 for GN
αn line search (0 < αn ≤ 1)

∂F/∂σ Jacobian J
F forward model

Ω,Ω−1 forward and inverse domains
σn,σn−1 model parameters at iteration n and n− 1
σ0, (σ̂0) (homogeneous) model parameter initial guess

σ∗ model parameter prior
λ hyperparameter
R regularization matrix
v measurements

P,B, T stimulus and measurement pattern
zc(ẑc) contact impedance (estimate)
η̂ measurement noise estimate
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5.5 Consistency and Correctness

Figure 5.4 may be examined to identify matched sets of transformations; in a sense,

we are checking for consistency of units. A scaling on one branch should be matched

by a scaling on another, so that when two branches merge, data in the same units are

combined. Some suggested consistency and correctness tests are listed in Table 5.2.

Injective mappings, a one-to-one mapping, may be checked for consistency di-

rectly (M−1 ◦M(σ) = σ). Derivatives may be checked through numerical differ-

entiation across a range of perturbation lengths and test points (∂vG(v) = G′(v)).

Ultimately, the correctness of implementation is most easily confirmed by plotting

and visually checking for an appropriate range of values and expected slope. Vi-

sual checking has the added advantage of picking up on some types of unexpected

outcomes.

Visual checks do not lend themselves to automated regression testing approaches

(Memon, 2008). Reliably automating testing of numerical software that applies

nonlinear functions and the matrix inverse to an ill-conditioned, ill-posed problem

are inherently difficult; the range of “correct” answers is at times hard to specify

exactly.

We propose that an appropriate approach is to confirm the correctness of detailed

behaviour visually. Once visually checked, automated tests check the asymptotes

or other stable properties of functions. In this way, the initial implementation is

carefully checked, and an automated mechanism is constructed which would trigger

this same detailed examination if any gross behaviours change within the function.

This mixed approach offers a compromise between “one-off” testing and the extreme

efforts required to achieve complete and automated test coverage.
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Table 5.2: Examples of Consistency and Correctness

Symbol Test

N,N−1,N′, δN−1 plot N(σ) = m
N−1 ◦N(σ) = σ

N′ ◦N−1(m) = N−1(m+δm)−N−1(m)
δm

δN−1 ◦N−1(m) = N−1(m+δm)−N−1(m)
N−1(δm)

G,G−1,G′ plot G(v) = ϱ
G−1 ◦G(v) = v

G′ ◦G−1(ϱ) = G−1(ϱ+δϱ)−G−1(ϱ)
G−1(δϱ)

S image of diag(S)
W plot diag(W)
M,M−1 image of σ in Ω and Ω−1 using M

M−1 ◦M(σ) = σ
αn plot for F analytic (low-dimensional) quadratic problems
F compare with analytic solutions
Ω,Ω−1 obs. geometry matches expected

obs. electrodes are correctly numbered and placed
P,B, T obs. correct assignment, magnitudes
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An example of asymptotes that could be tested safely and consistently are the

upper and lower bounds of an implementation of the sigmoid function. Another more

subtle example is a consistency check N′ ◦ N−1(m) = ∂mN−1(m) for log conduc-

tivity and sigmoid mappings which show the error introduced by using a first order

approximation as well as finite precision numbers. The mappings are non-linear so

that their error bounds also vary as a function of the non-linearity.

For most cases, it is sufficient to construct a worst case estimate of the error

bounds, but this bound can at times be excessive to the point of defeating the

construction of any useful test. The most common example of this phenomenon for

inverse problems is in comparing noisy reconstructions where artifacts can be of the

same magnitude as the true image: a maximum error bound of 100% of the true

image. Some subset of checks will typically require on-going human intervention in

the testing process.

We recommend automated checks of correctness should be run frequently: either

at each code change committed to the repository or at a scheduled interval. A hybrid

approach is sometimes applied where a quick subset of checks is run at every code

change as a “sanity check” and the complete test suite is run at regular intervals.

Reporting of the results should be automated so that all interested parties will be

made aware of a failure. Independent changes may interact; considerable time can

be saved when authors are made aware promptly so that they may collaborate. A

report provides a record of what checks need maintenance and which checks are newly

failing; this report may help isolate changes affecting the check. Failure of a check

for correctness should trigger a visual comparison between old and new validation

tests associated with that check to confirm that plots or figures remain consistent.
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Regenerating or storing previous images used in a visual validation provide a record

of “acceptable” examples should the original verifier become unavailable.

5.6 Analytic Models

Analytic models are geometrically simple domains for which mathematically tract-

able solutions are known. Analytic models are an important mechanism for proving a

correct and sufficiently accurate FEM implementation of the forward model. Using

a proven construction method for simple domains (an FEM assembly procedure),

more complicated forward problems can be built. A proven forward model can then

be used to build higher level checks on the overall inverse problem behaviour.

There are three main groups of analytic solutions for impedance imaging: models

based on a homogeneous resistor, models incorporating a conductivity discontinu-

ity, and models with continuous resistivity variation. The models may be applied

in one, two or three dimensions. Resistor models are summarized in Table 5.3 for

a homogeneous conductivity σ0 and contact impedance zc. The three-dimensional

models are drawn with a rectangular cross-section, but any fixed cross-section ex-

truded in a straight line will give the same model for a given cross-sectional area.

Conductivity σ0 has units of siemens per meter (S/m) while contact impedance zc

is generally defined as conductivity per unit surface area of the electrode (Ω · m2)

in three dimensions. For contact impedance in simulation, the dimensionality of the

surface area term is reduced to match the dimensions; the contact impedance units

become Ω ·m for two-dimensional models and Ω for one-dimensional models.

Contact impedance is sometimes referred to as “specific contact resistivity” ρc in
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V
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(a) four electrode measurements

V
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(b) two electrode measurements

Figure 5.5: Contact impedance zc measurement: the difference in (a) four electrode
measurements V4, and (b) two electrode measurements V2 gives an estimate of the
contact impedance |V4 − V2|/I = zc

the context of metal-semiconductor contacts (Reeves and Harrison, 1982).

ρc =
∂V

∂J̄

⏐⏐⏐
V=0

specific contact resistivity [Ω ·m2] (5.1)

Rc =
ρc
A

contact resistance [Ω] (5.2)

The specific contact resistivity is defined as the slope of the current-voltage I-V

curve at V = 0. A linear I-V curve is referred to as an “Ohmic contact.” Contact

impedance is typically measured by taking the difference between a two electrode

measurement and a four electrode measurement (Figure 5.5). Experimental measure-

ment of contact impedance then incorporates wiring resistance, electrode properties

and any transport phenomena across the electrodes. Impedance imaging hardware

can collect data for an estimate of contact impedance by measuring at stimulus

electrodes (two electrode measurements) and combining this with the normally col-

lected four electrode measurements to calculate an estimate of contact impedance

(Vilhunen et al., 2002; Winkler and Rieder, 2015).

Analytic models may be calculated by applying boundary conditions to the ho-

mogeneous solution. In one dimension, the analytic model is trivial: a simple resistor
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Table 5.3: Resistor models

σ Units zc Units Model Equation

1D S·m Ω
zc 1/σyz zc

x

R = 2zc +
x

σyz

2D S/□ Ω ·m zc zcσz

x

y
R = 2 zc

y
+ x

yσz

3D S/m Ω ·m2 zc zcσ

x

y

z

R = 2 zc
yz

+ x
yzσ

model. In two dimensions, the Laplace equation

∇ · (σ∇u) = 0 (5.3)

for conductivity σ and potential u may be written in polar coordinates for a homo-

geneous circular domain

1

r

∂u

∂r
+

∂2u

∂r2
+

1

r2
∂2u

∂θ2
= 0 (5.4)

for 0 ≤ r ≤ R radial distance from the centre and angle 0 ≤ θ < 2π. The current

flow normal to the boundary at r = R for real valued conductivity may be calculated

through separation of variables which gives the Fourier series

u(r, θ) = u0 +
∞∑
n=1

( r

R

)n
an cos(nθ) + bn sin(nθ) (5.5)

for an, bn restricted by the boundary conditions (Isaacson, 1986). The outer boundary

conditions are that no current flow across the boundary except at electrode locations.
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The outer boundary condition is then

u(R, θ) + zc
∂u

∂r
|r=R = Ui (5.6)

for non-overlapping electrodes of width w and radial location θi. One or more con-

centric circular inhomogeneities may be added within the unit circle (Figure 5.6a).

To solve, continuous boundary conditions at the interfaces are matched and the

Fourier series system is solved simultaneously for all regions. A detailed derivation

and description of the Fourier series assembly procedure can be found in Demidenko

(2011). The Fourier series is truncated when satisfactory convergence is achieved.

Continuous one-dimensional resistivity models on a half-space provide further

variety in available analytic solutions which may match particular scenarios (Wait,

1982). An exponential function of depth or other arbitrary smooth functions are pos-

sible. Surface discontinuities such as wedges, spherical inclusions, or vertical discon-

tinuities at the surface of the half-space allow modelling of dikes, surface anomalies,

or fluid filled boreholes.

The two-dimensional analytic model may be extended by applying conformal

deformations. Conformal deformations can move (and deform) the inhomogeneity

away from the origin while leaving exterior boundary measurements unchanged. Any

deformation of a domain with an isotropic conductivity can be modelled as the

original shape with some anisotropic conductivity (Lionheart, 1998). A subset of

these distortions can be modelled as isotropic conductivity changes with the original

shape. This subset is exactly the distortions that are conformal maps. A conformal

deformation preserves infinitesimal angles but not lengths (Hazewinkel, 2002). For

two dimensions, the Cauchy-Riemann equations describe the conformal deformation



5.6. ANALYTIC MODELS 98

condition between original coordinates (x, y) and deformed coordinates (u, v)

∂u

∂x
=

∂v

∂y
;

∂v

∂x
= −∂u

∂y
(5.7)

Conformal deformations in three-dimensions are no longer interesting for construct-

ing analytic models; they are restricted to rotation, reflection, scaling and trans-

lation. Restricting the model to the unit sphere at the origin, possibly containing

many other spheres at the origin of differing conductivity, leaves no degrees of free-

dom to deform the model. The conformal inversion is available in two-dimensions

and enables various useful deformations. Useful examples include movement of the

inhomogeneity away from the origin, deformation of the boundary or transformation

from the unit circle to the half-space (Figure 5.6). Measurements at the exterior

boundary remain the same so the form of the solution does not change.

A subtlety of the two-dimensional conformal deformations lies in their implemen-

tation with a discrete FEM model (Boyle and Adler, 2011). Conformal deformations

modelled by translating nodes on an FEM mesh with a piecewise linear discretization

of the domain fail to locally preserve angles in the mesh. These changes in angle

introduce voltage changes at interior mesh nodes where none would be otherwise

expected (Boyle et al., 2012a). CEM electrodes will no longer have the same current

density across their surface and interior elements will experience slightly different

current flow. The effect at the electrodes may be corrected by applying a nonlinear

contact impedance zc along the length of the CEM electrode. A conformal deforma-

tion always transforms an isotropic conductivity into a new isotropic conductivity

due to the Cauchy-Riemann equations (5.7). The conformal deformation assumes

that the conductivity is constant meaning that the material maintains its conduc-
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(a) unit circle (b) move interior (c) boundary distortion

(d) unit circle (e) half-space (f) unit sphere

Figure 5.6: Conformal deformations; (x,y) coordinates are converted to the complex
plane z = x+yi, electrodes in green, (a) a unit circle |z| = 1 with inhomogeneities of
diameter z/2 and z/3, (b) a conformal deformation C = 7/10−i/5; z → (z+C)/(1+
zC∗) applied to (a), (c) a conformal deformation C = 7/10−i/5; z → −i exp(2z+2C)
applied to (a), (d) a unit circle |z| = 1 with inhomogeneities z/2+1/2 and z/3+2/3,
(e) a conformal deformation z → −i(1+z)/(1−z) applied to (d) gives the half-space,
(f) the unit sphere for which conformal deformations do not cause any interesting
deformations, note that electrodes (green) are also deformed
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tivity per unit volume under deformation. To capture the effect of a deformation on

a compressible material requires an appropriately scaled conductivity. Practically

speaking, the effect of compression and discretization errors are generally small and

do not affect the solution except during extreme deformations (Figure 5.7). Con-

formal deformations that do not modify the boundary shape still result in modified

electrode size and position. The deformation still may suffer from a failure to pre-

serve angles in the FEM mesh deformation.

In summary, conformal deformations are useful for constructing analytic two-

dimensional models for comparison with approximate methods such as the FEM.

Conformal deformations introduce subtle errors if the geometric deformation is di-

rectly applied to a linear FEM forward model. The quantity of error is related to

the magnitude of the deformation and how close the deformation is to any electrode.
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(a) undeformed model

(b) conformal, fixed σ (c) conformal, modified σ

Figure 5.7: Conformal deformation examples; (x,y) coordinates are converted to the
complex plane z = x+yi, (a) half-space (σ = 1 S/m2) with a grey outlined L-shaped
inhomogeneity (σ = 0.01 S/m2), current stream lines drawn in red, CEM electrodes
(zc = 1× 10−5 Ω·m) on the top surface in green, voltage distribution across the
domain as background colours with range shown in the colour bar, (b) conformal
deformation applied to (a) with z → 12i

240
exp(−z−20−80i)

100
(20i − z)(−10i − z) and un-

modified conductivity modelling an incompressible fluid of fixed conductivity, (c) a
modified conductivity no longer gives an identical voltage distribution after updating
conductivity based on area change as a compressible conductive media, conformal
deformations will always take an isotropic conductivity to another isotropic conduc-
tivity (5.7), for conformal deformations the current stream lines generally follow the
same (deformed) paths to (deformed) electrodes
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5.7 Contributions and Discussion

In this work, a framework for checking algorithm behaviours for inverse problems

has been proposed. A distinction was drawn between a provably correct outcome

and one that is judged to be valid based on an assumed distribution. We advocate a

hybrid approach where automated tests for correctness are regularly executed while

the more ambiguous tests of validity are moderated by a developer. Those tests

that require human intervention should then be tied to an automated test so that a

failure of the automated test indicates the need for an inspection of all related tests

for validity.

Comparing the results of different implementations may be useful to show agree-

ment, but black-box testing immediately hits a road-block for closed-source software

when solutions differ: which implementation is to be trusted and how is a bug to be

proven? Ultimately, the choice is one of either “believing” in an implementation or

having a mechanism for testing that implementation in depth and at various levels of

detail. Testing in this sort of detail is generally not possible without access to source

code which leaves closed-source implementations in a challenging position. Access

to commercial implementation’s source code is typically under restrictive legal terms

that endanger competing implementations or the code is altogether unavailable.

Comparative testing against open source software such as BERT or E4D may

be practical (Günther et al., 2006; Johnson et al., 2010). A similar effort would be

necessary to first show that the alternate implementation was sound. Such an effort

has been applied to the E4D software; though, results appear to be internal to the

originating organization. Ultimately, there is a choice to be made in determining

how much effort to put into confirming an implementation’s behaviour. Open source
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software affords the opportunity to distribute this effort and cost. If the testing itself

is open source, the results become reproducible and verifiable. Given a satisfactory

level of confidence in these alternate implementations, a comparison of the final

solutions may provide some form of confirmation in the event of similar outcomes.

The author implemented the Gauss-Newton/Conjugate Gradient solver as de-

scribed in this and previous chapters. The implementation has been contributed

to the Electrical Impedance and Diffuse Optics Reconstruction Software (EIDORS)

project under the GNU GPL version 2 or version 3 open-source license. Tests for

correctness and validity were implemented where time permitted. In the following

chapter, we examine the inputs to the algorithm as a means of investigating the

quality of the data.



Chapter 6

Data Quality and Model Mismatch

In the previous chapter, we have illustrated a process for evaluating whether an

implementation is correct. In this chapter, we focus on the algorithm inputs as a

possible cause of a bad reconstruction (Figure 5.2 #3, #4 and #5). In examining the

data, we wish to avoid conflating the reconstruction algorithm with the quality of the

data. To achieve some degree of independence between the two, we initially rely solely

on the forward model’s correct implementation to examine the data (Figure 6.1).

Data that agrees with the model to a certain degree will result in a “reasonable”

reconstruction while a significant data-model mismatch may cause a “suspicious”

artifact. A suspicious artifact may either be ignored, by discarding or de-weighting

measurements, or the cause of the problem can be resolved by adjusting the model

to make the data useful in the reconstruction.

Data in impedance imaging are superficially considered to be the voltage mea-

surements. A more complete definition includes voltage measurements, stimulus

currents, the stimulus and measurement sequence, the geometry near the region of
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Figure 6.1: Explanations for data quality and model mismatch; data and model may
have a mismatch which leads to a reasonable (green) or suspicious (red) reconstruc-
tion; a suspicious mismatch may be resolved and incorporated into the reconstruction
or ignored by reducing its affect on the reconstruction

interest, and the location of each electrode. Error estimates for all values are impor-

tant but at times, missing from the available data set. Typically, a measurement is

the average of repeated measurements to minimize the effect of uncorrelated random

noise. Measurement error estimates are typically approximated using the reciprocal

measurement error1 rather than measurement variance.

We contrast two sets of data to look for a broad range of issues in data acquisition.

Simulated data with no noise provides a baseline expectation. The simulated data

may be compared to the input data (Figure 6.2). If the input data are also simulated,

care should be taken to avoid the inverse crime; the two data sets should not be

constructed based on the same discretization (Kaipio and Somersalo, 2007).

Overall, we are motivated by the desire to contrast observed and expected in-

formation throughout the reconstruction process. As a first step, we advise directly

comparing the measurement data to the output of an appropriate forward model.

A direct comparison removes the opportunity for any intervening errors in recon-

struction to disrupt the analysis. Common wisdom is to plot the simulated and

1Reciprocal measurement error is the change in measurement after reversing stimulus and mea-
surement electrodes and for a linear model will be zero (Parasnis, 1988).
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real data side-by-side or against each other and decide if they are “similar enough.”

This advice is appropriate for expert users but is hard to execute in practice for an

in-experienced user. Having plotted the data, what is one expecting to see? How

closely should the data sets be aligned, and to what degree can offsets be explained by

common issues: electrode contact quality, broad differences in assumed impedance,

and model boundary mismatches?

6.1 Representations of Quality and Mismatch

At a general level, the data can be examined for any extreme outliers or obvious

inconsistencies. Two similar approaches are applied in the geophysics and biomed-

ical fields which amount to plotting the measurements in two or three dimensions.

Biomedical researchers commonly examine the data directly as two-dimensional plots

of measurement magnitude y against measurement number x. With experience, it

is possible to identify the rough location of a simple conductivity inhomogeneity

or discontinuity near the boundary through approximate pattern matching between

plots. Unexpected patterns in the raw data may indicate measurement protocol

mismatches due to incorrect electrode numbering or repeating anomalous data that

might indicate a bad electrode (Figure 6.2). Varying model configurations can help

identify trends that might explain discrepancies between modelled and real data.

Sorting the measurements x based on electrode number, spacing, voltage difference

(real versus simulated) or other criteria can help to crystallize inconsistencies in the

data set into a pattern of correlations.

In Figure 6.2, a range of models are shown which compare measurement plots
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Figure 6.2: Data comparison for circular models; a circular domain with 17 elec-
trodes, dipole-dipole stimulus and measurements separated by 1 to 4 electrodes
n = 1, a = 1..4 (§A.3), for (a,d) inhomogeneous models, and (g) an electrode with
high contact impedance circled (red), (b,e,h) measurements (blue) and difference
from the homogeneous measurements (orange), (c,f,i) pseudosections for apparent
resistivity of the same data with anomalies circled (red), (c) anomalies that do not
touch the boundary are hard to localize in the pseudosection, pseudosection or raw
measurements are equally useful for identifying an anomaly but then require careful
examination to find their cause
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(biomedical) and pseudosection (geophysics) representations of the measurement

data for a circular domain. The stimulus and measurement sequence was a dipole-

dipole pattern with electrode spacings of 1 to 4 electrodes n = 1, a = 1..4 (§A.3).

Measurement plots have data plotted in the stimulus and measurement sequence

order. For each pseudosection, a circular representation was used with coordinates

(θ, r). The angle θ was the mean of all electrode locations for that measurement.

The depth r = R(1 − a/π) was calculated for measurement electrode separation a

and surface radius R. Colour represents the measurement magnitude. Models of

an inhomogeneity, discontinuity and bad electrode were selected for their unique

signatures.

In geophysics, it is common to examine the pseudosection of the data. A pseudo-

section is a plot of the measurement data: apparent resistivity2 or voltage measure-

ments are colour coded and sorted onto a two-dimensional grid. The grid locations

are motivated by the concept of a Depth of Investigation calculated from the posi-

tions of electrodes used in each measurement (Figure 6.3). Ultimately, the locations

are somewhat arbitrary (a pseudosection is not a conductivity reconstruction) but

the arrangement does provide a consistent representation of the input data indepen-

dent of measurement order. Pseudosections can help to quickly identify problematic

electrodes or strong contrasts in the ground conductivity (Edwards, 1977). The

pseudosection can be helpful in identifying conductivity discontinuities or anomalies

near electrodes.

A pseudosection is a flattened two-dimensional plot of a multidimensional space

describing the distance between the electrodes of an impedance imaging system. Ex-

2Apparent resistivity is a measurement normalized by the expected measurement for a homo-
geneous conductivity model (§4.7).
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Figure 6.3: Data comparison for half-space models; a half-space domain with 17
electrodes, Wenner measurements separated by 1 to 5 electrodes a = 1..5 (§A.1),
for (a,d) inhomogeneous models, (b,e) measurements (blue) and difference from the
homogeneous measurements (orange), (c,f) pseudosections for apparent resistivity of
the same data with anomalies circled (red), pseudosection or raw measurements are
equally useful for identifying an anomaly but then require careful examination to
find their cause
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amples for a system using stimulus and measurement electrode pairs (dipoles) include

the measurement dipole length, stimulus to measurement dipole spacing, and the av-

erage of active electrode positions. The plot is constructed by assigning, from the

various measures of electrode spacing, a two-dimensional position (x, z). There is a

considerable amount written about the preferred coordinates at which to plot points

on the pseudosection. A specific depth may be calculated, if one assumes a homoge-

neous model, as the depth z at the median of the sensitivity curve on a homogeneous

half-space (Edwards, 1977; Barker, 1989; Oldenburg and Li, 1999). The horizontal

position x is the mean of the stimulus and measurement electrode locations. In this

work, the depth z is set dependant on the separation of the measurement electrodes

a so that z = −a/3, though more complicated choices are available. Arranging

the data in this fashion allows quick and relatively standardized correlation between

measurement electrode separation and electrode spacing while removing dependen-

cies on data set ordering. This is beneficial for comparison purposes but does not

give a good tool for direct interpretation. Reciprocal measurements are merged by

taking their mean value. For circular domains, the pseudosection may be plotted in

radial coordinates.

In Figure 6.3, two models are shown comparing measurement plots (biomedical)

and pseudosection (geophysics) representations of the measurement data for a half-

space model. The stimulus and measurement sequence was a Wenner pattern with

electrode spacings of 1 to 5 electrodes a = 1..5 (§A.1). Colour represents the mea-

surement magnitude. Models of an inhomogeneity and a discontinuity were selected

for their unique signatures.

Identifying noisy measurements or those with high contact impedance can be
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automated (Meeson et al., 1996; LaBrecque et al., 1996a; Vilhunen et al., 2002;

Deceuster et al., 2013) but each cause of faulty data typically requires a new test.

Symptoms are not all unique so that identifying the root cause from a selection of

indicators can be complicated: we know something is suspiciously bad with our data

but not the cause. An indication may validate that a reconstruction is suspect but

does not help recover a good reconstruction. To recover a good reconstruction from

measurements with troublesome data, the “bad” data may be removed through the

de-weighting matrix W (§4.6). Better yet, if the cause can be identified, the forward

model might be modified to account for the source of the error. If the source of the

error is dynamic, the model can either be updated once based on some estimation

framework or added as a parameter of the inverse solver.

6.2 Data-Model Mismatch and Reconstruction

Observing a sequential transformation may lead to insights about the cause of anoma-

lies in the final product. Here, we apply this observational technique to impedance

imaging by instrumenting the iterative Gauss-Newton solver to provide greater detail

in reporting progress.

A data set, the impedance imaging measurements, undergoes a transformation

into an estimate of some set of model parameters. A linear algorithm, for example

a difference imaging single-step Gauss-Newton algorithm, has little internal state so

that observing all inputs and outputs gives a relatively complete picture of behaviour.

Nonlinear iterative algorithms may transition through many solutions: observing

these may lead to insights as to why a reconstruction has failed. Monitoring the
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evolution of two similar sets of data allows one to determine where that evolution

diverges. The point of divergence can be useful in identifying unique features in the

data or (in)sensitivities in the algorithm.

The iterative Gauss-Newton update δσn

δσn = (JTWJ+ λ2RTSR)−1(JTWrn + λ2RTSR(σ∗ − σn)) (6.1)

σn+1 = σn + αn δσn (6.2)

depends on the previous iteration’s estimate of model parameters σn, measurement

misfit rn = F(σn) − v based on the forward model F(·), line search αn and search

direction δσn. The search direction, in turn, depends on the first-order estimate

of slope (Jacobian) Jn at the previous estimate of model parameters, measurement

weighting W, the regularization scheme RTSR and strength λ.

For a single-step reconstruction with no line search (α = 1), the initial guess

is generally homogeneous. For single-step difference imaging (∆v = vB − vA),

the initial guess is typically assumed to be the prior (σ̂0 = σ∗) with a uniform

measurement weighting (W = 1) giving a Gauss-Newton step

∆σ = (JTJ+ λRTSR)−1JT ∆v (6.3)

with the difference solution ∆σ simplified considerably from (6.1) and (6.2) to a

linear combination of Jacobian J and regularization λ, R. An iterative algorithm

clearly has considerably more internal behaviour to monitor.

Forming a mental picture of a multidimensional data set and the way an algorithm

is traversing that space can be difficult, particularly for math intensive techniques
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Listing 6.1: Sample log: EIDORS Gauss-Newton solver
1 iteration 2
2 calc Jacobian J(x) = (jacobian_adjoint , 3168 DoF , 349 meas , dx_dlogx)
3 calc hp^2 R^t R
4 {1,1} regularization RtR (prior_laplace), ne=3168 x3168 , hp =3.162
5 calc step size dx
6 ||dx ||=41.6
7 ||dx_1 ||=41.6 (log_conductivity)
8 update step dx , beta=0, ||dx ||=41.6
9 acceleration d||dx||=-40

10 direction change ||ddx ||=1.28 (79.3°)
11 line search , alpha = line_search_onm2
12 line search (finite precision) limits
13 log_conductivity: alpha range = 3.03e-16 -- 581
14 alpha (unchanged) = 0 0.062 0.126 0.252 0.504 1
15 i = [1] [2] [3] [4] [5] [6]
16 alpha = 0 0.062 0.126 0.252 0.504 1
17 2.17e+04 8.97e+03 7.35e+03 4.73e+03 1.87e+03 8.02e+03
18 step size = 0.448, misfit = 2.21e+03, expected = 2.26e+03
19 did not like our step selection - choose one of perturb values
20 step size = 0.504, misfit = 1.87e+03 selected
21 update perturbations around step = 0.504 (limit alpha =1.0)
22 selected alpha =0.504
23 show_fem_pontpean ()
24 calc residual
25 r = 2.21e+03 (3.05%)
26 dr= -1.95e+04 ( -26.9%)

(Shewchuk, 1994). Constructing visualizations through dimension reduction tech-

niques such as Principle Component Analysis (PCA) may be helpful but their useful

application to inverse problems debugging is not well explored.

A textual log of the algorithm is an effective aid for debugging: it describes the

procedure, critical choices and progress (Dillon, 2003; Zeller, 2009). An example3

from a single nonlinear Gauss-Newton iteration is shown in Listing 6.1. The listing

describes the sequence of execution. Indentation is loosely used to track the depth of

calls to functions and detailed information about the state of the algorithm. The key

ingredient for the log is a readable and concise description of the current activity.

The log starts with the iteration number, having skipped the start-up and first

iteration for this example. Line 2 describes the configuration for the Jacobian es-

3The example log uses the Pont-Péan data set as described in the following section §6.3.
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timate using log conductivity and the adjoint method for 349 measurements and

3168 parameters in the inverse model. Lines 3–4 describe the regularization ma-

trix: Laplace regularization with λ = 3.162. Lines 5–7 record the calculation of the

descent direction δσ and calculate the 2-norm of the vector ||δσ|| as a measure of

magnitude. Line 8 mentions that β = 0: the iteration is performing a Gauss-Newton

update, not a Conjugate Gradient iteration. Lines 9 and 10 attempt to describe the

acceleration and direction change of the multidimensional search. The acceleration

is defined as

d||dx|| = ||δσn|| − ||δσn−1|| (6.4)

the change in the 2-norm magnitude of the search vector from the previous iteration

(Figure 6.4a). The direction change is defined

||ddx|| =

⏐⏐⏐⏐⏐⏐⏐⏐ δσn

||δσn||
− δσn−1

||δσn−1||

⏐⏐⏐⏐⏐⏐⏐⏐ (6.5)

as the change in the direction of the search vector normalized to the unit hypersphere.

Equivalently, (6.5) can be expressed as a dot product of two normalized vectors

||ddx|| = 1− δσn

||δσn||
· δσn−1

||δσn−1||
(6.6)

giving the same measure of chord length on the unit hypersphere. A value of zero

indicates the same direction as the previous iteration, while a value of two indicates

a complete reversal and likely oscillation in the search path (Figure 6.4b).

Lines 11–21 describe the line search. 5 points are tested along the search direction,
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Figure 6.4: Search direction and magnitude change; (a) current δσn and previ-
ous δσn−1 search direction magnitudes are compared d||dx||, (b) a hypersphere
flattened to a circle representation, search directions are normalized to the unit
circle and the chord length is used to describe the quantity of direction change
||ddx|| = 2 sin(θ/2)

a line is fitted and an update length (α = 0.448) is selected. The selected length is

checked for an improvement to the residual. One of the test points is found to have

a lower residual and is selected instead (α = 0.504).

The final lines summarize the iteration status. Lines 23–24 indicate a new figure

showing the current conductivity σn. Lines 24–26 show the absolute value of the

residual and its improvement from the previous iteration. These values are of interest

when determining why iterations terminated early or if the iteration count should

be stopped earlier on future runs. From these data, secondary time series plots of

iteration progress may be plotted.

6.3 Pont-Péan Background

We illustrate the behaviour of our visualization techniques by observing their be-

haviour on real data. Data collected at Pont-Péan, France were used to debug an
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implementation of the iterative absolute solver (Algorithm 7). The resulting re-

construction exhibits a similar apparent resistivity pseudosection and reconstructed

conductivity profile to published reconstructions (Pessel and Gibert, 2003). The

reconstructed images match the available ground truth borehole data and known ge-

ology based on the historical findings at the mine site (Figure 6.6d). Data were then

intentionally rearranged to model mis-wiring of electrodes. The error was modelled

by renumbering electrodes in the forward model so that they no longer match the

physical electrode arrangement. Erroneous and correct images were then contrasted

using the methods proposed in this work to illustrate debugging the (known) issue.

Data were collected by researchers at Université Rennes 1, Rennes, France from

2000 to 2011 (Pessel and Gibert, 2003). Measurements were collected using an

ABEM Terrameter SAS 4000 resistivity meter (ABEM Instrument AB, Sweden),

ABEM ES464 electrode selector and 64 stainless steel (20cm long, 1cm diame-

ter) electrodes placed alongside the road La Grande Betuaudais which is located at

(48°00’29.5”N, 1°42’36.3"W) in a linear array with 5m spacing between electrodes.

Stimulus currents were 100–200 mA alternating square wave (0,+, 0,−, 0).

The Pont-Péan mines (Pont-Péan, Brétagne, France) were operational through

nearly two centuries, producing silver, lead, zinc and sulphur. The site was initially

identified in 1628 by Jean du Châtelet, Baron de Beausoleil et d’Auffembach and

his wife, professional prospectors who travelled throughout Europe (Chauris, 1989).

They were accused of being charlatans but overcame these charges and left France

for a time. In 1632 they returned and the wife, Martine de Bertereau wrote a number

of books describing their methods, tools and discoveries as well as declaiming their

earlier treatment. Among them “La Restitution de Pluton” (1640) was addressed to
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Cardinal de Richelieu. The couple were arrested on unknown charges and died in the

Bastille (Jean in 1645) and Château de Vincennes (Martine in 1642), respectively

(Kölbl-Ebert, 2009).

Works were eventually established in 1730 after a major investment by Com-

paigne des Mines de Brétagne and eventually abandoned in 1794 during the French

Revolution after 65 years in operation (Fayn, 1863). Mining resumed in 1844 at

the surface, and at depth in 1852. The mine became the primary producer of sil-

ver in France, providing 80% of domestic supply. Pumps to remove water from the

mine were installed in 1880 but rising energy costs diminished the mine’s financial

viability. Finally, in April 1904, 60 years after reopening, a strong inflow of water

(5 million L/min) overcame the 595m deep mine putting nearly a thousand miners

out of work. Throughout its existence the mine is estimated to have produced 220

kilotons of silver bearing lead and 20 kilotons of zinc. The mine office buildings

remain as a national historic monument (Besson, 1982; Lodin, 1908, 1911).

The Pont-Péan mines are situated on a mineralized dioritic dike running roughly

North-South for 4 km at 15 m in width. The dike lies at an 80° eastward inclination.

The dike splits a fault plane separating Precambrian schist (West) from Tertiary

sediments (East) (Lodin, 1895). The ERT survey line runs perpendicular to this

dike. The Tertiary sediments are roughly 80 m deep in the area of the ERT survey

data.

In 1958, two boreholes were drilled 400 m southward of the resistivity survey line

at 40m and 100m westward of the fault. These boreholes indicate weathered schist

to a depth of 35 m and 25 m respectively. Both the dioritic dike and schist are very

fractured and may be a hydrological sink draining water (Pessel and Gibert, 2003).
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6.4 Conductivity Reconstruction

Following the procedure outlined so far, we first examine the measurement data and

associated error estimates. The data is then reconstructed and the behaviour of the

algorithm is observed. Data is intentionally corrupted to model electrode mis-wiring

and the analysis is compared with good reconstructions to illustrate the utility of

the outlined debugging process.

The specific Pont-Péan ERT survey data used in the following work was collected

in February 2004. The data were collected at least a year after Pessel and Gibert

(2003) (published January 2003), at the same site and with the same electrode po-

sitions, but with a different stimulus and measurement protocol. It is not clear if

the data was collected in the same seasonal conditions. The geological data and

reconstructions presented in Pessel and Gibert (2003) (Figure 6.5) are relevant com-

parison points but cannot be expected to exactly match reconstructions presented

here.

The 519 voltage measurements were normalized against stimulus current. As

in Pessel and Gibert (2003), the 170 adjacent measurements where measurement

electrodes M-N were separated by the minimum electrode spacing of 5 meters (a = 5

m, n = 1) were found to be inconsistent with other measurements and were dropped

from the data set. The 349 remaining measurements were plotted as a pseudosection

(Figure 6.6a). Comparison of the pseudosection between Figure 6.5d and Figure 6.6a

would suggest that the more recent measurements were obtained with an electrode

array placed approximately 20 meters to the East of that used in Pessel and Gibert

(2003), based on the location of the strong contrast at x = -50 m and x = -30 m, z

= 0 m of the apparent resistivity pseudosections.
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Figure 6.5: [From Pessel and Gibert (2003), Figure 9:]
Resistivity models obtained at the end of each stage of the inversion of the pole-
dipole data for the (a) 4 × 2 coarse final model, (b) 8 × 4 resampled final model,
and (c) final 80-block model obtained from a partial resampling of the top part of
the 8 × 4 model. This allowed a refinement of the conductivity distribution in the
shallowest part of the model and was accompanied by an additional slight decrease
of the misfit function (see Figure 10). The geological information available is shown:
the fault location coincides with a low-resistivity dipping zone and the thickness of
the low-resistivity zone located immediately westward of the fault agrees with the
weathered schists found in two boreholes (B1 and B2). (d) Data obtained for the
pole-dipole array and arranged in a pseudo-section of the logarithm of the apparent
resistivity. The remote electrode is 1000 m westward, i.e., on the right of the profile.
The dike is approximately located at x = -30 m. Since the remote electrode is on
the resistive right part of the profile, the apparent resistivities are biased toward the
high values. (e) Resistivity model obtained by inverting the data with the res2Dinv
software by Loke and Barker (1996b) (f) Smoothed version of the resistivity section
shown in Figure 9c.
[Reproduced from Pessel and Gibert (2003), Figure 9, for comparison.]
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A normalized exponential scaling of reciprocal measurement error was used to

construct a diagonal measurement weighting matrix W (§4.6)

Wi,i = exp

(
−
( ei
0.01

)2)
for 0 < Wi,i ≤ 1 (6.7)

where the i-th measurement has reciprocal error ei as a fraction of the measurement

magnitude. In this data set, most measurements have less than 1% reciprocal error.

Apparent resistivities with error much greater than the 1% cutoff (ei/0.01) were

effectively ignored by applying this W weighting matrix.

A weighted best fit homogeneous resistivity estimate ρ̂x for the measurements vx

was calculated

ρ̂x = argmin
ρx

⏐⏐⏐⏐⏐⏐⏐⏐vx

ρx
− v1

ρ1

⏐⏐⏐⏐⏐⏐⏐⏐
W

(6.8)

ρ̂x = (vT
1Wv1)

−1vT
1Wvx (6.9)

using the weighting matrix W (6.7) and the estimated homogeneous measurements

v1 from a forward model (ρ1 = 1/σ = 1 Ω · m). Reciprocal error estimates for the

170 dropped measurements were generally low, so that all but 29 would not have

been de-weighted by W in the reconstruction. The (a = 5 m, n = 1) measurements

skew the weighted homogeneous resistivity estimate: ρ̂x = 55.6 Ω ·m when they were

included and ρ̂x = 77.5 Ω ·m when they were dropped. We have observed the same

data misfit (nearly an order of magnitude larger apparent resistivity) and have also

dropped the 170 inconsistent measurements.

A two and a half dimensional (21/2-D) forward model (Appendix D) of the linear

64 electrode array was constructed with 0.01 meter diameter CEM electrodes at 5
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meter intervals. The forward model was used to calculate apparent resistivities (§4.7)

based on a homogeneous conductivity (ρ1 = 1 Ω ·m). The apparent resistivities were

plotted against the homogeneous 77.5 Ω ·m forward model estimates and also pre-

sented as an apparent resistivity pseudosection (Figure 6.6b). The sub-vertical fault

due to the 15 meter dike is apparent in the contrast between measurements near

x = −40, z = 0 meters in the apparent resistivity pseudosection, as it was for Pessel

and Gibert (2003). The measurement weighting matrix W was also presented as

a pseudosection (Figure 6.6c). Of 349 measurements, 38 had reciprocal measure-

ment errors greater than 1% and were strongly de-weighted in the reconstruction

by applying the measurement weighting matrix. Finally, the resistivity section was

reconstructed (Figure 6.6d).

A two-dimensional (x-z) conductivity parametrization was constructed of 25, 046

triangular mesh elements. A 21/2-D forward solver was implemented and a range of

domain truncations were tested under homogeneous conditions, to confirm that the

21/2-D forward solution converged to an equivalently sized three-dimensional model

and the analytic three-dimensional half-space model with no subsurface boundaries

(Appendix A, (A.4)). These checks confirmed that systematic forward modelling

errors due to FEM boundary conditions imposed on the finite domain and the new

21/2-D forward solver implementation were not skewing the reconstructed conductiv-

ity image. The Gauss-Newton absolute inverse solver (Algorithm 7, β = 0) was used

to reconstruct a conductivity profile. A Laplace smoothing prior and L2-norm on

measurements and regularization were applied. The measurements were converted

to apparent resistivity. The reconstruction was performed in log conductivity pa-

rameter space (min σ = 0, max σ = ∞) with a limit of ten iterations or a residual
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Figure 6.6: Pont-Péan data and reconstructed conductivity; after dropping adjacent
measurements from the data set: (a) raw data normalized by the stimulus amplitude,
(b) apparent resistivity based on a 3D forward model, (c) the diagonal of the weight-
ing matrix W constructed from reciprocal error estimates, (d) the reconstructed
resistivity (λ = 3.2, σ0 = 77.5 Ω ·m), electrode positions in green on the top surface,
overlaid with known borehole and fault information
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reduction of at least 0.1%. An L-curve was calculated for the hyperparameter and

the value λ = 3.2 was selected based on the curve and by looking for the location of

variations in the reconstructed resistivity image at each hyperparameter value and

selecting a hyperparameter that smoothed the smallest of these variations. After 5

Gauss-Newton iterations, the weighted norm of the apparent resistivity misfit was

reduced from ||(v̂0 − v)/v̂1||W = 653.1 to ||(v̂5 − v)/v̂1||W = 62.3, an improve-

ment of 10.5× to achieve 8.6% of the original weighted apparent resistivity misfit.

The weighted norm of reciprocal error as apparent resistivity was ||ϵ/v̂1||W = 3.5.

The reciprocal error was an order of magnitude smaller than the reconstruction mis-

fit indicating that the data was not over-fit. The reconstructed conductivity was

consistent with the available geological data and previously published res2Dinv

reconstruction.

The reconstruction does not agree particularly well with the block-wise relaxation

model (Figure 6.5a–c) or its post-processed, smoothed version (Figure 6.5f). This

mismatch may be due to the selected discretization in Pessel and Gibert (2003) which

may strongly affect the end solution by directing the initial search in a particular

direction. Some tendency towards higher resistivity regions at the western edge of

the electrode array (as in Figure 6.5a–c) were observed with Tikhonov (RTR = I)

and Noser (RTR = diag(JTJ)0.5) (Cheney et al., 1990) regularization priors but these

generally disappeared in subsequent iterations as the reconstruction was refined.

For the Gauss-Newton iterations, plots may be used to summarize key points of

the algorithm state. These points include the Jacobian sensitivity, search direction,

line search and residual (Figure 6.7). The Jacobian sensitivity plot serves to indicate

where reconstructed conductivity regions might be considered significant. Regions
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beyond z = −50 meters depth have rapidly declining significance. The search direc-

tion at each new iteration serves to indicate what regions did not fit the previous

iteration’s data and may also serve to indicate regions where convergence was slow

due to oscillations in the search direction. For this data set, the conductivity dis-

continuity around the fault was a source of ongoing refinement. Finally, the line

search and residual plots serve to indicate how well the algorithm was advancing.

The line search plot indicates that a search direction was selected which enabled

the residual to be reduced. At times, the line search may indicate multiple minima

or a search direction which has a magnitude that is too large. Also, note that the

line search fitted curve is not necessarily consistent with the final test point selected

based on the predicted minima from the curve. This is not particularly surprising,

considering the nature of non-linear inverse problems. A line search that checks the

selected search magnitude α and selects a better test point, when a lesser residual

has already been calculated at that other test point, tends to be more successful on

difficult data sets. Ideally, as in these plots, the residual experiences exponential

convergence. The residual plot also helps to identify when changes are being driven

by the data misfit or by regularization terms. At the third and fourth iterations,

the iterations were largely driven by the regularization terms which were smoothing

conductivity variation (Laplace regularization).

Using the same observational methodology, we can now check how the algorithm

handles erroneous data. There are an almost limitless range of possible errors. We

chose to model a relatively common usage error: electrode mis-wiring. An error in

electrode wiring was modelled by renumbering the electrodes in the forward model.

Electrodes were nominally numbered from West to East, starting at electrode #1



6.4. CONDUCTIVITY RECONSTRUCTION 125

(a) sensitivity (b) search direction

step size ,

10
-1

n
o

rm
a

liz
e

d
 r

e
s
id

u
a

ls

#10
4

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

best alpha = 3.02e-01

norm w/o step = 5.0083e+03

perturb

selected

1st est

1st act

fit

,=0

(c) line search
iteration

1 2 3 4

re
s
id

u
a

l 
(%

 o
f 

m
a

x
)

0

10

20

30

40

50

60

70

80

90

100
residuals

residual

meas. misfit

prior misfit

(d) iteration progress

Figure 6.7: Pont-Péan, Gauss-Newton reconstruction at iteration 3; (a) sensitivity
at iteration 3 has changed due to the conductivity contrast at the fault plane, (b)
search direction at iteration 3 indicates continued refinement on either side of the
fault plane and in regions with low sensitivity, (c) a curve fitted to the line search
test points (×) reflects a relatively linear step with a smooth curve and minimum
(α = 1.1) near one (circles), (d) the reconstruction progresses over the course of 4
iterations with exponential convergence of the residual (blue) as the measurement
misfit was reduced (red) at the cost of the prior misfit (yellow).
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through #32. Electrodes #4 and #23 were swapped with #28 and #16 respectively.

For ERT systems such as the ABEM hardware, these types of electrode mis-wiring

errors are minimized because correct electrode numbering is enforced through the

use of a single common cable on a linear array of electrodes. The opportunity for

user error is greater for configurations with two-dimensional grids of electrodes or

where electrodes are connected by independent wires to the base. An electrode

mis-wiring error is much more common in experimental environments where the

electrode placement strategy and wiring are (intentionally) left unrestricted through

equipment design choices. In contrast, commercial equipment suppliers are interested

in minimizing in-the-field user errors and design their equipment accordingly.

Plots of apparent resistivity pseudosection (Figure 6.8a) show some strong out-

liers around x = 80 m. In all likelihood, these would be candidates for de-weighting

given further evidence to support a noise hypothesis. A hyperparameter was selected

using the same procedure as before λ = 32.0. The search direction at iteration 3

(Figure 6.8d) and final conductivity reconstruction after 5 iterations (Figure 6.8e)

exhibit some clear inconsistencies with the geological ground truth data. The line

search (Figure 6.8b) at iteration 3 shows a step where little improvement occurred.

The iteration progress over 5 iterations (Figure 6.8c) and converges to a significantly

larger residual than the correct solution. The prior’s contribution to the residual rose

steadily showing that the Laplace regularization is limiting later iterations. Together

these pieces of evidence tend to suggest that the reconstruction was suspect. The

patterns of artifact in the conductivity reconstruction around the electrodes would

be consistent with artifacts due to large electrode movements, electrode mis-wiring

or widespread poor electrode contact.
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(c) iteration progress

(d) search direction, iter=3 (e) final reconstruction, iter=5

Figure 6.8: Example of incorrectly wired electrodes, Pont-Péan; (a) apparent resis-
tivity with notable outliers, (b) a curve fitted to the line search test points (×) reflects
a poor choice of direction (circles) at the third iteration, (c) the reconstruction pro-
gresses over the course of 5 iterations where the residual (blue) fails to converge
sufficiently as the measurement misfit was reduced (red) while regularization misfit
(yellow) was grew in suggesting little progress in fitting the data was being made af-
ter the second iteration, (d) search direction at iteration 3 and (e) final reconstructed
conductivity (λ = 32.0, σ0 = 21.1 Ω · m) at 5 iterations shows no agreement with
geological data
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6.5 Contributions and Discussion

In this work, a framework for evaluating the quality of input models and data on a

trusted algorithm for inverse problems has been proposed. An emphasis was placed

on the ability to observe the dynamics of the inverse solver behaviour. Increased

internal visibility allows observation of the self-correcting behaviour inherent in iter-

ative solutions to regularized inverse problems and iterative solvers in general. The

increased observability facilitates narrowing of the root cause to a specific measure-

ment’s input data quality or model mismatches when compared to examination of

solely the final result.

The framework outlined in this and the previous chapter support a comprehensive

method for debugging complicated inverse problem algorithms. In the field, these

methods allow the source of a bad reconstruction to be located and corrected. In

after-the-fact reconstructions, the methods outlined here can confidently direct the

choice to exclude data or adjust models.

The author implemented the Gauss-Newton/Conjugate Gradient solver as de-

scribed in this and previous chapters. Integrated into this implementation is the

ability to textually log algorithm progress and generate representative plots of iter-

ation progress. Together, the logs and plots build a picture of algorithm behaviour

that can be used to evaluate the quality of a reconstruction. The key contributions

include (a) the absolute iterative inverse solver design and implementation, (b) a

21/2-D forward solver implementation (Appendix D), (c) an analytic PEM half-space

forward solver implementation (Appendix A, (A.4)), and (d) the debug methods

outlined in this and the previous chapter. All implementations were contributed to

the open source EIDORS project and licensed GNU GPL version 2 or version 3.
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The Jacobian used in the Gauss-Newton iterations plays an important role in

determining the search direction. When an electrode moves but the model does not

allow for it, artifacts that obscure any useful reconstruction may result. A Jacobian

for electrode movement, in combination with a forward model update method, may

be used to adapt the model to electrode movements. We next take a closer look at

the available Jacobian techniques for estimating electrode movement.



Chapter 7

Electrode Movement and Modelling

Errors

[This work was, in part, presented at the International Conference on Biomedical

Applications of Electrical Impedance Tomography, Neuchâtel, Switzerland, June 2–

5, 2015 (Boyle et al., 2015a).]

In both geophysics and biomedical impedance imaging, electrode movement and

boundary modelling errors can be the cause of significant image reconstruction ar-

tifacts. Some boundary movements may be modelled as movement of the attached

electrodes. Electrode movement may, in turn, be modelled as additional parameters

in the inverse problem. To reconstruct electrode movement, a movement Jacobian

must be constructed to estimate the first derivatives of the measurements with re-

spect to the electrode movements.

In this work, we compare four methods of estimating the movement Jacobian in

the context of a simplified four electrode homogeneous half-space. The four Jacobian

130
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VδU

δx
Electrode

Figure 7.1: Electrode movement; an electrode with a measured potential differ-
ence V relative to a reference electrode is moved δx resulting in a change in the
measured voltage δU

methods, detailed in the following sections, are: the naïve perturbation method, a

minimal mesh perturbation method, a rank-one matrix update (Gómez-Laberge and

Adler, 2008), and the recently developed Fréchet derivative (Dardé et al., 2012).

By comparing these methods we mean to explore the sensitivity of the perturbation

methods, understand and implement the Fréchet derivative, and ask the Engineering

question: Do these methods give the same answer for a simplified model?

7.1 Movement Jacobian

A “movement Jacobian” is a first-order estimate of the effect of an electrode move-

ment on the impedance imaging measurements. In impedance imaging, the move-

ment Jacobian has a prominent role in some techniques for addressing the issue of

boundary errors. Mismatches between the physical and model boundary, boundary

errors, may result in incorrect interpretation of the image due to misleading recon-

struction artifacts. Movement of the model boundary may be extrapolated from

electrode displacements by interpolating surface movement between the electrodes.

Some artifacts may be addressed by adapting the model to allow for electrode move-

ment. Electrode displacements may be reconstructed by setting electrode positions

as model parameters and estimating an electrode movement Jacobian. A movement
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Jacobian matrix Jm,x, captures how a small electrode movement δx affects each

measurement δU (Figure 7.1)

J i,j
m,x =

∂Ui

∂xj

(7.1)

where matrix row i, column j is the i-th measurement’s change in voltage given a

small movement on electrode j. The movement Jacobian estimates the effect of an

electrode’s movement in the same way that a conductivity Jacobian (§4.4) reflects

how a regional conductivity change affects each measurement.

For the PEM, the Jacobian captures movement effects, but real electrodes mod-

elled using the CEM have non-infinitesimal geometry and an associated contact

impedance which affects current flow in the vicinity of the electrode. In general, the

size, shape, rotation, and contact impedance are assumed to be constants in calculat-

ing the Jacobian. Electrodes moved in such a way are treated as inflexible and non-

rotating electrodes. This has some clear limitations in the context of curved surfaces

where the electrode can only move a certain distance without some sort of rotation

to maintain contact with the boundary. In practise, the components of a move-

ment vector are typically applied as tangential and normal movements rather than

translation in absolute coordinates. Contact impedance and full movement vectors

could, in principle, be estimated as columns in the Jacobian. Contact impedance and

the conductivity distribution have been simultaneously reconstructed for impedance

images (Vilhunen et al., 2002; Heikkinen et al., 2002; Winkler and Rieder, 2015).

Sensitivity to normal movements are usually such that their effects are difficult to

estimate accurately.

For Gauss-Newton updates, the Jacobian J, regularization R, hyperparameter λ
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and data misfit r, determine the search direction δx. A line search then determines

a distance α along that search direction. If the system is sufficiently linear, a line

search is unnecessary and α = 1 can work well.

rn = Fb(σn,xn)−U (7.2)

δxn = (JTJ+ λ2RTR)−1 JTrn (7.3)

xn+1 = xn + α δxn (7.4)

Errors of magnitude in the Jacobian may be circumvented by a reasonably accurate

line search. On the other hand, any systematic errors in the movement Jacobian’s

direction estimate may entirely confound an attempt to address the electrode move-

ment issue. Therefore, the movement Jacobian plays a key role in estimating any

electrode placement error in the model or accounting for electrode movements.

7.2 Movement Artifacts

Surprisingly small amounts of electrode or surface movement can be a source of

significant conductivity reconstruction artifacts when electrodes are incorrectly po-

sitioned. Electrode movements of as little as 5.7% of electrode spacing cause sig-

nificant artifacts for elliptical 16 electrode (lung EIT) configurations (Adler et al.,

1996). Electrode movements of 10% have been observed to give 20% resistivity ar-

tifacts far collinear electrode array (2D geophysics ERT) configurations (Zhou and

Dhalin, 2003). To an experienced observer, an individual small electrode movement

can be identified as conductivity image artifacts surrounding the erroneously placed

electrode.
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elec#1 elec#32

110 Ω·m
90 Ω·m

(a) Forward model (b) No electrode movement

(c) 1% electrode movement (d) 5% electrode movement

(e) 10% electrode movement (f) 25% electrode movement

(g) 50% electrode movement (h) −50% electrode movement

(i) Resistivity [Ω ·m]

Figure 7.2: Electrode movement artifacts; simulated reconstructions based on for-
ward model (a), each with two electrodes (electrode #2 and #12 of 32 electrodes
numbered left-to-right at 5 m intervals) having electrode displacements of (b) 0% (c)
1%, (d) 5%, (e) 10%, (f) 25% and (g) 50% of electrode spacing on a 2-dimensional
half-space reconstruction (40 dB SNR, λ = 0.01, Laplace regularization, Wenner
stimulus pattern). Note that when electrode movement is reversed (h) -50%, the
conductivity artifacts near the moved electrodes are, for the most part, reversed.
Single or well separated electrode location errors introduce characteristic “ringing”
artifacts that can overwhelm conductivity-based information.
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In Figure 7.2, a two-dimensional half-space model with background resistivity

of 100 Ω·m, a conductive target (90 Ω·m), and a resistive target (110 Ω·m) were

simulated to generate measurements on a 32 electrode linear array (5 m electrode

spacing) with the Wenner stimulus pattern. Conductivity images were reconstructed

after adding noise (40 dB SNR AGWN) and moving two electrodes (electrode #2

and #12) in opposite directions by up to 50% (2.5 m) of electrode spacing (5 m).

Artifacts initially appear near the moved electrodes for small movements and, for

larger movements, spread to contaminate the entire image by masking the true tar-

gets (Figure 7.2b–g). When movements are reversed the artifacts near the electrodes

are generally reversed: conductive artifacts become resistive and vise-versa (compare

Figure 7.2g to Figure 7.2h). Larger movements or movements of multiple electrodes,

where the effects interact, can lead to images that are very difficult to interpret. More

extreme electrode movements may result in a reconstruction that fails to converge

such that there is no useful image to interpret.

The electrode movement issue is, in fact, more tractable than it first appears.

Impedance imaging methods are quite good at detecting small electrode movements.

Using the same forward model (Figure 7.2a), the change in all measurements was

plotted against a single electrode’s movement over the range of -50% to +50% of

electrode spacing (Figure 7.3). The measurement changes were nearly linear for a

single electrode’s movement: generally within 1% of measurements. The Jacobian,

therefore, was nearly linear for a relatively broad range of electrode movement. We

note that the assumption of orthogonality in the Jacobian will be approximately

correct for “small” electrode movements or an individual large movement.
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Figure 7.3: Change in measurement versus electrode movement; (a) showing selected
measurements using electrode #12 (the movement electrode) when moved as both a
stimulus and measurement electrode, measurement voltages are shown as a percent-
age of the zero movement measurement over the range of ±50% of electrode spacing
(11 movement samples for each of 4 measurements, no noise, forward modelling only,
Wenner 32 electrode stimulus pattern), colours between (a) and (b) are consistent,
measurements used electrodes [s+ s−:m+ m−] as indicated in (b), changes in mea-
sured voltages are nearly linear with electrode movement (b) as calculated by the
2-norm error on a linear line fit of measurement against electrode movement (< 1%
measurement misfit over ±50% movement)

7.3 Movement Perturbation Jacobian

Calculations to estimate the movement Jacobian by direct perturbation of an FEM

mesh requires multiple forward solutions: one per electrode and movement dimen-

sion. (In three dimensions, a 32 electrode array would require 96 additional forward

solutions per Gauss-Newton iteration.) The method is a direct implementation of

equation (7.1): the partial derivatives are replaced with a small perturbation δxj of

electrode j’s location

J i,j
m,x ≃

δUi

δxj

=
F(δxj)−F(0)

δxj

(7.5)

where δUi is the difference between two forward model F solutions where the only

change between forward models is the location of electrode j. The method inherently
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captures all relevant movement effects in the model because the model is completely

rebuilt to incorporate the updated electrode position.

Figure 7.4a illustrates a naïve perturbation implementation for movement of a

single CEM electrode’s nodes in an FEM mesh. Perturbations such as the one

illustrated here must select a small enough perturbation to approximate the partial

derivative while using a large enough perturbation to remain numerically stable. The

perturbation method is fundamentally a calculation of the difference between two

inverted FEM system matrices given the same stimulus.

∆u = ub − ua = TXb − TXa = T (A−1
b −A−1

a )B (7.6)

Numerical stability issues due to a perturbation are typically observed when the

difference in floating point errors between two system matrices overwhelm the change

in measured voltage at the electrodes. The movement Jacobian is a function of

the system matrix which is dependent on the conductivity distribution, boundary,

electrode placement, electrode size and electrode contact impedance. The selection

of a stable perturbation magnitude is then dependent on variables that are typically

unknown or uncertain to a significant degree.

We observe that a difference solution will cancel common errors in two inverted

system matrices. Movement of all of an electrode’s nodes affects the shape of all

elements directly connected to the electrode. A piece-wise linear forward model of

potential within the domain usually requires smaller elements near the electrode

boundary to accurately approximate the electrical discontinuity at the edge of an

electrode. Therefore, a small perturbation to the electrode location will affect a large

number of mesh elements exactly where the mesh is most sensitive to numerical noise.
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(a) naïve perturbation

(b) minimal perturbation

Figure 7.4: Movement Jacobian via perturbation; (a) all nodes of the FEM mesh
belonging to a particular electrode are uniformly shifted by a small perturbation ,
(b) only nodes along the edge of the electrode are perturbed giving a more stable
Jacobian estimate and faster computations, grey elements are those elements
connected to the perturbed nodes which must be updated in the FEM system matrix

7.4 Improved Perturbations

To improve compute time for the perturbation method, we introduced an alternate

“minimal” perturbation strategy (Figure 7.4b). Rather than moving all nodes associ-

ated with an electrode, only nodes at the boundary of the electrode were shifted. The

two solutions, naïve and minimal perturbation, are analytically equivalent because

the boundary conditions are consistent. None the less, numerical differences exist due

to the order of operations: at which point the problem is converted from a continu-

ous domain to the discrete one. The choice of when and how to discretize implicitly

selects a subset of the possible solutions. The minimal perturbation method should

suppress instabilities in the naïve perturbation method because fewer elements of

the difference in system matrices are subject to non-cancelling floating point errors.

The minimal perturbation method may be extended to handle large electrode
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Figure 7.5: Large movement perturbations; an electrode is relocated by a distance
x to a new site , (a) nodes in the vicinity of the new location d + h/2 replace the
old electrode nodes, and (b) the new electrode boundary nodes are perturbed δx
to exactly match the correct electrode boundary , only nodes along the edge of
the electrode are perturbed, grey elements are those elements connected to the
perturbed nodes which must be updated in the FEM system matrix along with CEM
connectivity and contact impedance distribution

movements (Figure 7.5). Assuming sufficient element refinement over the surface,

the method may be applied by selecting nodes on the mesh for a new electrode

location. The new electrode’s boundary nodes are then perturbed to match the exact

electrode location and diameter. First, a new electrode location x is identified. The

local node spacing nearby is measured h and all nodes within the electrode diameter

plus a margin deℓ + h/2 are assigned to replace the former CEM nodes. The new

electrode’s boundary is identified and nodes on that boundary are perturbed radially

with respect to the electrode centre so that the electrode boundaries exactly match

the prescribed shape and location. For iterative solutions, perturbations start with

a common mesh so that mesh quality is not successively degraded by perturbations.

Finally, by identifying the elements affected by nodal perturbations and CEM

connectivity changes, the system matrix A may be updated by only recalculating

modified elements in S(e) and reusing unmodified elements. The system matrix may

then be reassembled at little relative cost. Typically, we observed a speed-up of

between two and six times the naïve perturbation approach.
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7.5 Rank-one Update Perturbation

One technique for reducing the quantity of calculations required for a mesh pertur-

bation is to develop a rank-one matrix update to the FEM system matrix. The

rank-one matrix update for electrode movement (Gómez-Laberge and Adler, 2008)

has generally been used for single-step Gauss-Newton solutions where the electrode

movement is small; typically less than 1% of electrode spacing.

The rank-one update is an application of the Sherman-Morrison formula (Sher-

man and Morrison, 1950)

(A+ uvT)−1 = A−1 − A−1uvTA−1

1 + vTA−1u
(7.7)

which computes the inverse sum of an invertible matrix A (our FEM system matrix)

and an outer product uvT: the movement perturbation1. The particular node to

perturb is selected by setting u,v as zero column vectors and non-zero at the row ui

and column vj of the matrix entry (i, j) that is to be perturbed. The determinant

of the perturbed matrix A is given by the well known matrix determinant lemma

(Ding, 2007)

det(A+ uvT) = (1 + vTA−1u) det(A) (7.8)

for a perturbation uvT.

1The rank-one update is not invertible if uvT = −A. This should not occur for any of our
applications: the perturbation would have to match, or match to within numerical precision after
inversion, the FEM system matrix.
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The FEM matrices are calculated (Appendix C)

A = CTSDC (7.9)

Jσn =
∂v

∂σn

= −TA−1CTS
∂D

∂σn

CX (7.10)

for a system matrix A decomposed into a connectivity matrix C which associates

local and global node numbering in the element mesh, the element shape functions

S, and the conductivity per element D. The conductivity Jacobian Jσ for element n

is calculated as a difference in potentials T , given potential distributions X. (Yorkey

et al., 1987; Adler and Guardo, 1996). We note that T is an operator which selects

difference measurements from all calculated forward solutions and returns them as

a vector. For a single stimulus, T can be constructed as a linear matrix followed

by a vectorization, but this does not generalize unless all stimulus patterns use the

same sequence of measurements. When the shape functions are first-order linear

functions of potential with piece-wise linear conductivity, they can be calculated in

two dimensions (nD = 2) as

S(e) =
1

nD!

1

| detE|
ET

\1E\1 E2D =

⎡⎢⎢⎢⎢⎣
1 x1x x1y

1 x2x x2y

1 x3x x3y

⎤⎥⎥⎥⎥⎦
−1

(7.11)x1

x2 x3

where S is a block diagonal matrix with each element e defined by its node locations

S(e), E\1 is the matrix E with the first row removed, and | detE| gives the area or

volume of an element. The variables in the matrix E are illustrated by an example
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of a triangular element (blue) with nodes located at x1 = (x1x, x1y), x2 = (x2x, x2y),

and x3 = (x3x, x3y).

Applied to electrode movement in impedance imaging, the process of Gómez-

Laberge and Adler (2008) is to use a decomposition of the FEM system matrix A

to determine the impact of perturbing a node. The movement Jacobian requires the

application of the product of derivatives rule

Jx,n =
∂v

∂xn

= −TA−1CT ∂S

∂xn

DCX (7.12)

∂S

∂xn

=
1

nD!

(
∂| detE|−1

∂xn

ET
\1E\1 +

1

| detE|

(
∂ET

\1

∂xn

E\1 + ET
\1
∂E\1

∂xn

))
(7.13)

where xn refers to a global node numbered n and affects all element shape functions

S(e) connected to that node. The partial derivatives of the first-order interpolatory

shape function may then be approximated

∂x| detE|−1 =
vTEu

| detE|
(7.14)

∂xE\1 = −(EuvTE)\1 (7.15)

using the rank-one perturbations vectors u and v to select the row and column to

manipulate by a small perturbation (Gómez-Laberge and Adler, 2008).

The rank-one update avoids the need to reassemble an entire FEM system matrix

and recalculate the matrix inverse in the forward solution for each electrode move-

ment. The previously described “minimal perturbation” technique might be applied

to reduce the number of nodes moved in the rank-one update. In practise, the

benefit of a minimal perturbation is small because the rank-one update is already
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computationally inexpensive and numerically stable for perturbations involving a

small number of nodes.

7.6 Fréchet Derivative for Tangential Movement

The Fréchet derivative for tangential electrode movement (Dardé et al., 2012) ac-

counts for contact impedance zc effects when using the CEM for calculating the

electrode movement Jacobian in a manner similar to the adjoint method for calcu-

lating the conductivity Jacobian (§4.4). The Fréchet derivative is computationally

efficient because it can take advantage of the forward solutions already calculated

for the conductivity Jacobian: no new forward solutions are required when using a

“complete” stimulus sequence. A complete pair-wise stimulus sequence is one that

uses all possible electrode pairs.

Each measurement m is calculated as the difference between potentials at two

electrodes. For the CEM, each electrode has a measured voltage U and a varying

potential u along the contact surface with the domain (Figure 7.6a). Between these

two potentials, lies a distributed contact impedance layer which allows current to

Um

u
zc

υ∂E

(a) Measurement

Vm

v
zc

υ∂E

(b) Stimulus

Figure 7.6: Stimulus and measurement fields; under a particular electrode at-
tached to a flat surface with contact impedance zc, (a) the measurement field u, and
(b) the stimulus field v are simulated to estimate the effect of the electrode movement
υ∂E with respect to a possible measurement Vm, Um.
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flow along the electrode. In calculating the movement Jacobian, we are interested in

the change in the measured electrode voltage δU assuming the reference electrode’s

measured voltage is unaffected by the primary electrode’s movement.

For a small electrode movement h, the tangential component υ∂E of the movement

Jacobian Jx may be calculated according to the main result derived in Dardé et al.

(2012), equation (11)

δUm = Jxh+O(h2) (7.16)

Jx h =
1

ℓzc

∫
∂E

(h · υ∂E)(U − u)(V − v)ds (7.17)

where the measured voltage V and varying potential along the contact surface v are

calculated when used as a stimulus electrode (Figure 7.6b). The 2D electrode is of

length ℓ and contact impedance zc, with contact impedance units of [Ω.m]. We note

that our statement of this equation differs from that presented in Dardé et al. (2012)

by adding the 1/ℓ denominator term, where the units of contact impedance were not

explicitly stated in the prior work. We find that this restatement gives consistent

results for large contact impedances between the various methods while, at the same

time, conforming to our definition of the contact impedance units used elsewhere

in this work. Integrating over the surface of the electrode ∂E gives the movement

Jacobian.

The implementation of the Fréchet derivative for electrode movement in two

dimensions is particularly straightforward. For two-dimensional models, integration



7.6. FRÉCHET DERIVATIVE FOR TANGENTIAL MOVEMENT 145

over the surface of the electrode gives

Jx,e =
1

zc

(
(U − u1)(V − v1)− (U − u2)(V − v2)

)
(7.18)

where electrode potential when used as a measurement electrode U and stimulus

electrode V are combined with the potential at each edge of the electrode. The

potential under the electrode when used as a measurement electrode, at both left u1

and right u2 edges of the electrode are combined with those as if used as a stimulus

electrode, at both left v1 and right v2 edges of the electrode. The potentials were

calculated by reversing the stimulus and measurement electrodes in the stimulus

and measurement pattern and solving the forward problem again. These forward

solutions would be available without additional calculations for a “complete” stimulus

sequence where all combinations of stimulus electrodes were already calculated. We

note that when the difference in potential across the electrode approaches zero due

to low contact impedance, small electrodes, or weak stimulus, the Jacobian tends to

zero.

The Fréchet derivative approaching zero for small contact impedances is inaccu-

rate: the other methods presented here can correctly estimate a movement Jacobian

under these conditions while the Fréchet derivative fails. This is somewhat disap-

pointing, as the original proposition for the Fréchet derivative, beyond its compu-

tational efficiency, is that it accurately captures the CEM effects which are much

more apparent for low contact impedances. The other methods succeed under low

contact impedance conditions by sampling the rate of change in the electric fields

beyond the electrode’s boundary. This suggests a relatively simple idea for “fixing”

the Fréchet derivative: to sample just beyond the electrode’s boundary. Clearly,
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this would have deep implications on the mathematical derivation of the Fréchet

derivative: modifications are not considered further in this work.

We implement the Fréchet derivative for tangential movement in two dimensions

and compare it to the three perturbation methods: naïve perturbation, minimal

perturbation, and the matrix rank-one update.

7.7 Methods

A rectangular two-dimensional model with four CEM electrodes on its upper sur-

face was constructed in EIDORS using NetGen (Figure 7.7). Many models were

generated that conformed to the same geometry but with variations in the electrode

diameter, mesh density and contact impedance. Mesh density, electrode diameter

and contact impedance were varied over orders of magnitude. Simulations were

run by generating a model for each parameter in the range: mesh density, contact

impedance, and electrode diameter. A single parameter was varied over its range

while the other two parameters were held fixed. On each model, the movement

Jacobian was calculated for each electrode using our implementation of the naïve

perturbation, minimal perturbation, rank-one update, and Fréchet derivative. The

results were plotted to demonstrate the points of agreement and illustrate numerical

instabilities between methods.

The model’s conductivity was set to unity (1 Ω·m). The size of the model was

set large enough so that expanding the sides or bottom did not significantly affect

the measurements. An alternate approach would have been to use a mixed bound-

ary condition that approximates the homogeneous conductivity in the ±x and −z
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Figure 7.7: A two-dimensional four electrode half-space model; outer electrodes s+,
s− were used for stimulus and inner electrodes m+, m− were used for measurements
(hmax = 0.1 m, deℓ = 0.2 m, zc = 0.02 Ω·m, σ = 1 S/m), streamlines (red) in the inset
figures show current density near the electrodes. Image background colour shows the
voltage distribution (voltage scale to the right of the figure),

directions to infinity. The expanded domain is substantially easier to implement and

achieves the same result.

The four electrodes were spaced equidistant at 1 m intervals centre-to-centre.

The electrode diameter deℓ was varied from 0.9 m (nearly touching) down to 2 mm.

Contact impedance zc was varied between 10−14 Ω·m to 10+14 Ω·m. Mesh density,

as measured by the maximum element height hmax, was varied between 0.10 m and

1 m.

The geometry and electrode parameters were selected so that the results should be

general to any equally spaced linear electrode array. For example, contact impedance

effects are a function of the ratio of background resistivity to contact impedance.

In Figure 7.7 (zc = 0.1 Ω·m, hmax = 0.1 m, deℓ = 0.1 m), current flow density is

indicated by stream lines (red) and voltage potential by the background colour map
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(blue–white–yellow). Inset in Figure 7.7, are a close up of the positive stimulus elec-

trode s+ (upper inset), and measurement electrode m+ (lower inset). The diversion

of current flow through the measurement electrode can be observed for low electrode

contact impedances in the lower inset.

7.8 Simulations

Plots illustrating variations in the Jacobian with respect to contact impedance (Fig-

ure 7.8a), mesh density (Figure 7.8b) and electrode diameter (Figure 7.8c) fol-

low. Plots show the naïve perturbation, minimal perturbation, matrix rank-one

update, and Fréchet derivative for the positive and negative measurement electrodes

(m+,m−). The dashed vertical line (red) indicates the configuration when a variable

was fixed for other plots in Figure 7.8.

Similar plots for all electrodes were observed. We observed that the measurement

electrode m− plot’s Jacobian were flipped vertically (Jm+ ≃ −Jm−). The stimulus

electrodes showed the same trends but with a reduced magnitude (Jm+ ≃ 3Js− ≃

−3Js+). Looking to our model (Figure 7.7), we can see that this is the expected

behaviour. Given a difference measurement between two electrodes (m+,m−), in

a fixed and smoothly varying field caused by stimulus electrodes (s+, s−), we can

consider movement of a single electrode. Moving a measurement electrode m+ in

the +x direction reduces the distance between the measurement electrodes, leading

to a reduced difference measurement. Conversely, moving the other measurement

electrode m− in the +x direction increases the distance between measurement elec-

trodes, increasing the difference in measured potential. A similar thought experiment
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10−0.8 10−0.6 10−0.4 10−0.2 100
−1

−0.5

0

0.5

1

m+

m−

hmax [m]

J
m
,x
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naïve perturb min. perturb rank-one update Fréchet deriv.

Figure 7.8: Four Jacobian estimation methods for the m+ and m− electrodes; (light
grey) naïve perturbation, (dark grey) minimal perturbation, (green) matrix rank-
one update (Gómez-Laberge and Adler, 2008), and (blue) Fréchet derivative (Dardé
et al., 2012); showing variations in the Jacobian of the m+ measurement electrode
for tangential surface movements Jm,x



7.8. SIMULATIONS 150

10−16 10−14 10−12 10−10 10−8 10−6 10−4 10−2
10−16

10−7

102

δx [m]

z c
[Ω
·m

] naïve perturb
min. perturb

Figure 7.9: Perturbation instability; the point at which the perturbation Jacobian
error became large relative to the rank-one update (||J∆−JR1|| > 0.05, hmax = 0.1 m,
deℓ = 0.2 m), variation of mesh density hmax and electrode diameter deℓ showed nearly
identical plots, perturbation instability appeared to depended strongly on contact
impedance zc and step size δx, on the left perturbations fail when the perturbation
approaches numeric precision limits δx→ ϵ = 1× 10−16, on the right of the plot the
naïve perturbations fail for δx > hmin = 0.017 m the minimum element size

for the stimulus electrodes leads to the conclusion that these plots show the generally

expected trends for electrode movement. The measurement electrodes in this model

are separated by a third of the distance of the stimulus electrodes, so that the scaling

between calculated stimulus and measurement Jacobians is approximately correct as

well.

Our two independently developed implementations of the Fréchet derivative,

based on Dardé et al. (2012), were found to give the same solution.

For large contact impedances, all methods performed well and gave similar re-

sults (Figure 7.8a). For small contact impedances, the naïve perturbation method

became unstable for our selected perturbation step (∆ = 10−6 m). Changing the per-

turbation step size modified the threshold at which the naïve perturbation became

unstable but never completely removed the instability (Figure 7.9). This unavoid-

able instability was expected because there are practical upper and lower limits on

the perturbation step size. The mesh density and electrode diameter were varied
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but these did not noticeably affect the plot of contact impedance versus perturba-

tion size. For large step sizes, the “minimal perturbation for large steps” method

gave “true” results to the limit where adjacent electrodes collided because the tech-

nique limits mesh element deformations to half an element’s area. The rank-one

update and naïve methods failed when nodal perturbations moved nodes beyond the

enclosing elements leading to incorrect FEM meshes and an erroneous Jacobian.

For small contact impedances, we observed that the Fréchet derivative tends

to zero. In the context of (7.17), this behaviour makes sense. The method uses

the difference in potential across the electrode to calculate the effect of electrode

movement. A contact impedance that tends towards zero will have a nearly zero

potential difference across the electrode. We note that this behaviour is at odds with

the perturbation method results and is a result of using finite precision calculations.

All methods exhibit the same stable and uniform behaviour for the majority of

variations in electrode diameter (Figure 7.8b). For electrode diameters where the

electrodes nearly touch, the absolute magnitude of the Jacobian grows. The case

where electrodes nearly cover the boundary was not explored further, as all methods

seemed to be in strong agreement.

For very coarse meshes, the Fréchet derivative was found to underestimate the

Jacobian by some form of systematic noisy offset. This noise was possibly due to the

sensitivity of the Fréchet derivative to errors in the FEM estimated voltages under

the electrodes. The other perturbation-based methods rely solely on the change

in measured electrode voltage, rather than a difference between measured voltage

and voltage under the electrode. The naïve perturbation, minimal perturbation and

rank-one matrix update gave consistent results for all tested mesh densities. We
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note that the sign was correct in all cases: a line search could correct for any error

introduced by the Fréchet derivative method.

Fast calculation of the movement Jacobian can improve productivity in algorithm

development and throughput for Gauss-Newton iterations where the Jacobian is up-

dated at each iteration. For a particular forward model (hmax = 0.1 m, zc = 1014Ω·m,

deℓ = 0.2 m), the average calculation times for each movement Jacobian implemen-

tation were measured in Matlab2 (Intel Core i5-2500K, 3.30 GHz, 32 GB mem)

(Figure 7.10). Results are shown with and without EIDORS caching enabled. The

EIDORS caching feature was not disabled because functions were called multiple

times for certain operations, knowing that the cache will filter out most of the com-

putational cost of these calls. EIDORS uses a function memoization implementation

where a cached function result is returned when function inputs match a cache entry

(Michie, 1968). To control the cache hit-rate, the ground node in the forward model

was perturbed slightly so that the top-level function memoization would initially be

defeated. Assembly and a single forward solution were not included in the timings,

as these would already have been calculated in a Gauss-Newton iteration, and were

considered a sunk cost. Subsequent calls to memoized results within a method ben-

efited from the efficiency of a cached result if the forward model was not modified.

When the cache was enabled or disabled, results showed that the Fréchet derivative

method was fastest, while the rank-one update method was a close second.

Observing the profiling results, it was apparent that the vast majority of the

computational time for the perturbation Jacobian (up to 96%) was consumed in

recomputing the element shape functions E and then reassembling the system ma-

2Measurements performed with the timeit Matlab function.
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trix A. With EIDORS’ memoized caching mechanism, the entire system matrix

was recomputed when a nodal perturbation was detected. For the specific case of

computing the movement Jacobian, a finer grained caching of the inverted element

matrices E, prior to being combined into the system matrix, considerably sped up the

nodal perturbation methods because a handful of element matrices were recomputed.

These improvements were implemented for the “min. perturb” method.

We note that the rank-one update, essentially, performs this optimization by only

modifying elements of the system matrix that are directly connected to the perturbed

node. The Fréchet derivative method avoids the system matrix computation costs

altogether by not modifying the system matrices. It is possible, for a “complete”

stimulus set where all possible combinations of stimulus electrodes are used, that no

further forward solutions are required than have already been computed to that point

in the Gauss-Newton algorithm. Such a computational saving is hard to quantify in

a limited test bench such as the one presented here, but could reduce the incremental

cost of calculating a movement Jacobian to a few multiply-and-accumulate operations

if the forward solution nodal voltages are already available from the conductivity

Jacobian.
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Figure 7.10: Compute time for tangential movement Jacobian; (a) total run times
compared between the different methods with and without function memoization
(caching), (b) break down of timing where, for the rank-one update and Fréchet
derivative, the clear boxes indicate a “sunk cost” that is already available if caching
is enabled since the system matrix has not been perturbed
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7.9 Discussion and Contributions

Boundary movement or imprecise electrode placement results in modelling errors that

can cause significant reconstructed conductivity artifacts. Modelling boundary and

electrode movement to address modelling errors and dynamic movement can correct

some artifacts by incorporating electrode movement as inverse problem parameters

to be resolved. The Jacobian calculation contributes to determining what parameter

changes may be beneficial in minimizing a cost function.

In this work, four methods for calculating the electrode movement Jacobian were

compared through simulation on a simplified two-dimensional homogeneous half-

space. These methods were: the perturbation method, the rank-one matrix update

(Gómez-Laberge and Adler, 2008), and the Fréchet derivative (Dardé et al., 2012).

Simulations demonstrated that:

• Variations in electrode diameter gave stable results for all methods up to di-

ameters where adjacent electrodes nearly touched.

• The perturbation method became unstable for small contact impedances de-

pending on perturbation magnitude.

• The Fréchet derivative method was sensitive to coarse meshes and was not

appropriate for small contact impedances.

• The Fréchet derivative and rank-one update methods were very fast, especially

when accounting for previously solved forward problems in an iterative solution.

Based on these findings we recommend the Fréchet derivative for calculating the

movement Jacobian when contact impedances are greater than the surrounding re-
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sistivity distribution and the rank-one matrix update otherwise. When using the

Fréchet derivative we recommend evaluation at two mesh densities to confirm that

the Jacobian solution has converged.

We observed that from a computational point of view, the Fréchet derivative is

most efficient, particularly when forward solutions are already available from calcu-

lating the conductivity Jacobian via the adjoint method or due to forward solutions

previously calculated in an iterative reconstruction. The rank-one update is more

efficient than the perturbation methods, but slower than the Fréchet derivative.

If a large change in electrode displacement is required to explain the data, a

perturbation-based update will fail: overlapping element shape functions may be

calculated. Overlapping element shape functions may lead to invalid FEM solutions.

A superficial “fix” is to apply greater regularization to restrict the step size but this

does not help achieve an accurate answer if larger movements are required to explain

the measurements. In short, Gauss-Newton iterative solutions may make use of the

rank-one update in calculating the Jacobian but will need an alternate strategy to

safely update the FEM system matrix when movements exceed a fraction of the

minimum element height of the mesh. Gauss-Newton updates and line search test

points require an updated forward model where the electrode locations are updated.

For tangential movements, we recommend a method where the new electrode lo-

cation would be used to identify candidate nodes on the FEM mesh. Nodes from

this set that are on the boundary of the electrode would then be perturbed to align

them exactly with the new electrode location. This method is preferable to a mech-

anism where the whole mesh is distorted to push an electrode to its new location

because it maintains the quality of the mesh elements, as measured by in-circle to
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out-circle ratio or other mesh quality criteria (Shewchuk, 1996; Knupp, 2003; Pébay

and Baker, 2003), which is important to the final FEM solution error (Berzins, 1999).

Potentially, the system matrix may be updated more efficiently than a complete re-

calculation by only updating shape sub-matrices S(e) containing nodes that were

perturbed and any electrode-to-node connectivity.

Unlike the conductivity Jacobian, the movement Jacobian may be nearly sparse

for many common electrode configurations. Even for electrodes with very low contact

impedance, effectively shunting current across their surface, the gaps between inac-

tive electrodes must be small to have a measurable effect on the movement Jacobian.

The sparsity of the movement Jacobian can be exploited to: reduce the number of

calculations to build the Jacobian, reduce storage (for example, Compressed Sparse

Row or Compressed Sparse Column storage), and expedite calculations using the

Jacobian (for example, sparse matrix algebra).

Two independent implementations of the Fréchet derivative based on the deriva-

tion in Dardé et al. (2012) were built for this work. One implementation was written

by the author, while another was contributed by a collaborator (M. Crabb). A third

implementation (M. Jehl) was examined for consistency but was not integrated into

the simulations presented here. This third implementation was difficult to integrate

into our simulation framework without heavy modifications.

Further contributions in this work include: the simulation and evaluation frame-

work, the minimal perturbation method, the extension of the minimal perturbation

method for large electrode movements, and the system matrix update technique.

These codes make use of EIDORS and NetGen for meshing, system matrix assembly,

and forward simulations. An implementation of the system matrix update technique
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and numerous performance optimizations were contributed to EIDORS.

Movement estimates tangential to the surface were faithfully calculated for many

scenarios in this work. Using the same framework, movement normal to the surface

was simulated with a naïve perturbation implementation, but appears to suffer from

severe numerical instabilities that render the resulting Jacobian unusable in its cur-

rent form. A Fréchet derivative for the normal component has also been developed

(Dardé et al., 2013) and offers the possibility of a stable Jacobian for normal bound-

ary movement. The methods in this work can be extended to normal and tangential

movement in three dimensions; preliminary results for three-dimensional tangential

perturbation methods show similar outcomes.



Chapter 8

Reconstructing Surface Movement

[This work was, in part, presentated at the 15th Conference on Electrical Impedance

Tomography, Gananoque, Canada, April 2014 (Boyle et al., 2014).]

To demonstrate the practical application of both the electrode movement and

iterative Gauss-Newton algorithms, conductivity and electrode movement were si-

multaneously reconstructed from data collected at an active landslide site. To our

knowledge, this is the first simultaneous reconstruction of electrode movement and

conductivity in a geophysics context. Electrode movement and conductivity have

been reconstructed for biomedical problems where changes have been relatively mild,

enabling single-step Gauss-Newton difference solutions (Soleimani et al., 2006). For

geophysics, the conductivity contrasts are generally strong and electrode movements

observed in the data presented here were as much as a third of the electrode spac-

ing. These strong contrasts and large electrode movements necessitated an iterative

solution because the combined effects are highly nonlinear. Two data sets from dif-

ferent locations were reconstructed using the same procedures to show the general

159
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applicability of the method.

8.1 Background

Impedance imaging has been used in geophysical investigations of the behaviour

and precursors of landslides and failure surfaces (Jongmans and Garambois, 2007;

Perrone et al., 2004; Lapenna et al., 2005; Lebourg et al., 2005a; Naudetb et al.,

2008; Sass et al., 2008). The technique is attractive because resistivity is strongly

dependent on water saturation, fracturing, clay content and weathering which are all

key factors in slope stability (Piegaria et al., 2009). Slopes may be monitored over

time to observe changes in these key parameters using automated systems to collect

and analyze data on a daily basis (Kuras et al., 2009; Lebourg et al., 2005b; Supper

et al., 2014). Difference images may show immediate changes in water saturation

(Suzuki and Higashi, 2001; Friedel et al., 2006; Jomard et al., 2007) but are limited in

their ability to perform long-term monitoring due to background impedance changes

and electrode movements. As illustrated in Figure 7.2, small amounts of electrode

movement may introduce significant artifacts (Zhou and Dhalin, 2003; Oldenborger

et al., 2005; Wilkinson et al., 2008). These artifacts may be reduced by accounting

for the electrode movement.

An active landslide was identified in North Yorkshire1, UK and has been mon-

itored since 2008 (Wilkinson et al., 2010; Chambers et al., 2011). The landslide

continues to move slowly, where a central portion of the slope has moved downhill

by nearly two metres a year in some instances (Figure 8.1). At the top of the 40

metre hill, the landscape is lightly wooded and relatively flat. The top of the hill
1The hill is located at 54◦06’39.2"N 0◦57’34.9"W.
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(a) slope rupture at main scarp, hilltop
(b) accumulated debris at

landslide toe, mid-slope

line#1

line#2

line#3

line#4

line#5

(c) satellite image 2016, overlaid electrode locations Aug 2014

base station

#1 #5

Figure 8.1: Slope failures at Hollin Hill; (a) rotational failures near the top of the
slope above line#5, June 2015, (b) soil debris piled up at the toe of a landslide
where line#5 runs through mid-slope with electrodes throughout the debris, June
2015, (c) satellite image of the hillside (2016), showing four landslide “lobes”, 5 lines
of 32 electrodes as of Aug 2014, and ALERT base station location
[(c) Satellite imagery ©2016 DigitalGlobe, Getmapping plc, Infoterra Ltd Bluesky]
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is relatively well anchored by the vegetation. The slope itself exposes four forma-

tions: the Dogger Formation (DF), Whitby Mudstone Formation (WMF), Staithes

Sandstone Formation (SSF) and Redcar Mudstone Formation (RMF), from top to

bottom. The interfaces between sedimentary layers lie horizontally, with a gentle

5° dip to the North, determined through comparison of material interfaces at sur-

rounding exposed slopes in the region (Chambers et al., 2011). The WMF, as the

name implies, is a mudstone clay-based rock that highly weathered and is prone to

movement during peak water saturation periods at Hollin Hill, occurring annually in

the winter through early spring wet-season. The underlying SSF and unweathered

RMF are structurally more competent, and landsliding is postulated to occur along

the WMF/SSF interface (Uhlemann et al., 2015). The slope lies at an average angle

of 12° over a change in elevation of 40 metres. Due to the low angle of repose and

the geological structure, combined with the annual pattern of winter-spring precipi-

tation, the portions of the slope near the WMF-SSF interface have tended to move

annually, in a limited, slow moving landslide.

Five rows of thirty-two permanently installed electrodes travelled along with

these movements, shifting their positions relative to each other (Figure 8.2). An

automated impedance imaging survey was executed daily and data were transmitted

to a remote office for storage and analysis. In 2008–2009, a middle section of line#1

exhibited a translational failure with movements of up to 1.6 metres. In 2013–2014,

upper and middle segments of line#5 had rotational and translational failures of

similar magnitudes.
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Figure 8.2: Electrode locations; (a) electrode locations for 5 lines of 32 electrodes
each, line#1 (blue) to line#5 (green) as of August 2014, (b) where electrodes were
10 mm x 170 mm spikes of stainless steel (polarizing) selected for its conductivity,
low cost, and corrosion resistance

8.2 Method

In this work, we reconstruct both conductivity and electrode movement simultane-

ously in a Gauss-Newton iterative framework. This joint inversion was achieved by

balancing the sensitivity of the conductivity parameters against electrode movement

σ̂ = argmin ||F(σ)− v||W + ||λR(σ − σ⋆)||2 (8.1)

δσ̂ = −(JTWJ+ λ2RTR)−1
(
JTW(F(σ)− v) + λ2RTR(σ⋆ − σ)

)
(8.2)

for a forward model F taking model parameters σ, measurements v, regularization

R, and a hyperparameter controlling regularization strength λ. The inversion pa-

rameters σ and regularization R have been extended to incorporate log conductivity
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and longitudinal2 electrode displacement.

σ → [x log10 σ]
T (8.3)

J→ [Jx Jσσ ln(10)] (8.4)

R→

⎡⎢⎣ Rx 0

0 βRσ

⎤⎥⎦ (8.5)

for inverse parameters as longitudinal electrode movement x and log conductivity

log σ. The Jacobian had additional columns added to estimate the first-order sen-

sitivity of the measurements to longitudinal electrode movement. The conductivity

Jacobian was corrected for a log conductivity parameter scaling. The regularization

matrices were a Laplacian smoothing prior over log conductivity and Tikhonov prior

Rx = I over movement. The new regularization included a scaling parameter β

which is a weighting term that sets the ratio of regularization applied to electrode

movement and log conductivity. In principle, there are correlated changes between

conductivity and electrode movement which may be partially accounted for by set-

ting the off-diagonal blocks of the regularization matrix to non-zero values, but in

practice these were not characterized and in the absence of a better guess were set

to zero.

The forward model was constructed as a two-dimensional cross-section based on

the original electrode locations and the mesh was then perturbed by PCHIP3 in-

terpolation (Carlson and Fritsch, 1989) for electrode displacements. Forward mod-

elled measurements and the conductivity Jacobian were calculated using the 21/2-D

2Longitudinal movement being movement inline with the electrodes and along the surface.
3Matlab interp1(X,Y,Xq,‘pchip’) one-dimensional interpolant based on Hermite derivatives.
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method (Appendix D).

In this work, we have made use of the log conductivity to restrict the conductivity

reconstruction to physically meaningful positive values. Experiments with the simi-

lar log movement constraint, to restrict electrodes to downslope movement, resulted

in similar reconstructions to the ones presented here which used unscaled electrode

movement. For the log movement parametrization, the behaviour at each iteration

was different than an unscaled movement due to the structure of the movements in

this data set. Because each electrode that moved had a different magnitude of move-

ment, the log movement reconstruction tended to solve for each electrode’s recon-

structed displacement separately: one electrode per iteration. The apparent single

electrode updates were actually an artifact of the log scaling, where smaller move-

ments were reduced by orders of magnitude, so as to be inconsequential. Once the

largest electrode placement error had been corrected, the next largest error would be

addressed. This one electrode per iteration behaviour tends to favour accurate move-

ments because it aligns with the construction of the electrode movement Jacobian.

We feel that this highlights the importance of careful selection of the reconstruc-

tion parametrization. It is possible that some Fourier decomposition of electrode

movement with appropriate regularization weighting per term might achieve similar

reconstruction accuracy without artificially fixing any single electrode’s location or

degrees of freedom for movement.
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8.3 Movement Jacobian

The movement Jacobian was initially calculated using the perturbation method with

underlying 21/2-D forward simulations of the full FEM conductivity model. These

movement perturbation calculations proved to be prohibitively slow. An alternate

solution was implemented by adapting the half-space analytic PEM forward model

(A.6) (Appendix A) and applying the electrode movement perturbation technique

to calculate the Jacobian. Electrode positions were captured from the FEM model.

A homogeneous conductivity was assigned based on the average conductivity of the

current FEM model. The electrode movement Jacobian produced by the half-space

analytic perturbation method was compared to the 21/2-D perturbation Jacobian

under homogeneous conditions. The result was much faster to calculate and reason-

ably accurate: the effect of topography was found to be reasonably accounted for.

The loss of accuracy due to changing electrode models (CEM to PEM) and using a

homogeneous conductivity were not so disruptive as to change signs on the move-

ment Jacobian. In the reconstructions presented here, this analytic perturbation

Jacobian was used, though we believe that better results should be possible with a

more accurate movement Jacobian.

Motivated by the efficiency of the 2D movement Jacobian of Gómez-Laberge and

Adler (2008) (Chapter 7, Figure 7.10), the 21/2-D movement Jacobian was developed

as the corollary of the 21/2-D conductivity Jacobian. Due to time constraints, the

formulation described here was not fully evaluated in the following resistivity and

movement reconstructions.

In general, the 21/2-D forward solver is a well known technique and is commonly

used in geophysics ERT applications. An approximately half-space geometry, and
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a conductivity that is nearly uniform along one axis, fit well with a 21/2-D model,

and occur naturally in many geological settings. By adapting the “standard method”

of calculating the conductivity Jacobian to the 21/2-D technique, conductivity may

be efficiently reconstructed (Appendix D). To reconstruct electrode movement, we

desire a similar 21/2-D implementation for the electrode movement Jacobian. In the

following, we outline the 21/2-D conductivity Jacobian, referring to Appendices C

and D for details of the FEM matrices, forward measurement calculations and con-

ductivity Jacobian derivation. We present a new derivation for the 21/2-D electrode

movement Jacobian in this somewhat distributed context.

The 2D and 21/2-D conductivity Jacobians were calculated

Jσ,2D = −TA−1CTS
∂D

∂σn

CX (8.6)

Jσ,21/2-D = − 2

π

∫
k

TA−1
k CT(S+ k2T)

∂D

∂σn

C
X

2A
(8.7)

for measurement selection T , system matrix A, mesh connectivity matrix C, mesh

shape functions S, a conductivity change ∂D
∂σn

, and the nodal voltages X over an

electrode of width A modelled as a shunt in the y-direction.

Similarly, the 21/2-D movement Jacobian may be calculated as an extension of

the 2D Jacobian

Jx,2D = −TA−1CT ∂S

∂xn

DCX (8.8)

Jx,21/2-D = − 2

π

∫
k

TA−1
k CT∂(S+ k2T)

∂xn

DC
X

2A
(8.9)

where the 2D movement Jacobian may be efficiently calculated using the rank-one
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update (Gómez-Laberge and Adler, 2008). The rank-one update gives

∂S

∂xn

=
1

2

(
∂| detE|−1

∂xn

ET
\1E\1 +

1

| detE|

(
∂ET

\1

∂xn

E\1 + ET
\1
∂E\1

∂xn

))
(8.10)

where xn refers to a global node numbered n and affects all element shape functions

S(e) connected to that node. The partial derivatives of the first-order interpolatory

shape function may then be approximated

∂x| detE|−1 =
vTEu

| detE|
and ∂xE\1 = −(EuvTE)\1 (8.11)

using the rank-one perturbations vectors u and v to select the row and column the,

specific element’s node, to manipulate by a small perturbation (Gómez-Laberge and

Adler, 2008). The 21/2-D movement Jacobian extends the 2D Jacobian

∂S+ k2T

∂xn

=
∂S

∂xn

+ k2 ∂T

∂xn

(8.12)

where ∂S/∂xn is already available, and the additional term ∂T/∂xn may be derived

T = | detE|

⎡⎢⎢⎢⎢⎣
2 1 1

1 2 1

1 1 2

⎤⎥⎥⎥⎥⎦ 1

12
so that

∂T

∂xn

=
∂| detE|
∂xn

⎡⎢⎢⎢⎢⎣
2 1 1

1 2 1

1 1 2

⎤⎥⎥⎥⎥⎦ 1

12
(8.13)

for a 2D mesh. We then make use of the rule for determinants and their inverses

det(A−1) =
1

detA
(8.14)
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to reuse the previous calculation (8.11) for the partial derivative of the determinant

of the shape matrix

∂x| detE|−1 =
vTEu

| detE|
→ ∂x| detE| =

| detE|
vTEu

(8.15)

which gives the additional partial derivative of the 21/2-D equation in terms of the

same rank-one update perturbation applied to the 2D movement Jacobian

∂T

∂xn

=
| detE|
vTEu

⎡⎢⎢⎢⎢⎣
2 1 1

1 2 1

1 1 2

⎤⎥⎥⎥⎥⎦ 1

12
(8.16)

for a perturbation of a node selected by u,v affecting a linear interpolatory shape

function E.

8.4 Prior Reconstructions

Electrode movement has been previously reconstructed for line#1 data (2008/2009)

along with separate resistivity sections (Wilkinson et al., 2010). The algorithm used

in that instance achieved estimates of within 0.2 metres (4% of electrode spacing) of

the electrode’s true positions as measured by RTK GPS4. An initial conductivity-

only reconstruction with known electrode positions gave a plausible distribution that

was in good agreement with available geological evidence: borehole and auger data,

evaluation of local geology, aerial LiDAR, differential GPS, lab correlation of rep-

4Leica System 1200 RTK GPS in “kinematic mode” real-time correction achieves as much as 10
mm (RMS) horizontal and 20 mm vertical accuracies (Merritt, 2014).
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Figure 8.3: [From Wilkinson et al. (2010), Figure 2:]
2-D resistivity image inverted from the baseline data set (2008 March). The inferred
boundaries between the Whitby (WMF), Staithes (SSF) and Redcar (RMF) forma-
tions are shown by dotted black lines. Stratigraphic logs of boreholes are shown in
grey scale. The main scarp and slipped WMF material are indicated by the black
arrows. [Reproduced from Wilkinson et al. (2010), Figure 2, for comparison.]

resentative samples to measured conductivities, piezometric pore pressure measure-

ments, and in-situ rainfall and temperature records (Figure 8.3) (Chambers et al.,

2011; Merritt et al., 2014). Resistivity reconstructions of data collected after move-

ment exhibited artifacts. These artifacts were reduced when reconstructed move-

ments were incorporated. The electrode movement was restricted to the downslope

direction. The movement Jacobian was estimated based on an analytic half-space

model with a homogeneous conductivity assigned to each group of measurements

based on electrode separation. The electrode movement was then reconstructed by

minimizing

argmin

√∑
i

|ei|2 + α
∑
j

|mj|+ β
∑
j

θ(mj)|mj| (8.17)
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for weighting factors α = 0.06 m−1, β = 0.32 m−1, Heaviside step function θ, move-

ment mj, and misfit ei = rb− ra as the difference between predicted rb and observed

ra apparent resistivity ratios. The apparent resistivity ratio was calculated as the

ratio of the analytic half-space models (A.6) before and after movement

r =
ρ′

ρ

( 1
AM ′ − 1

BM ′ − 1
AN ′ − 1

BN ′

1
AM
− 1

BM
− 1

AN
− 1

BN

)
(8.18)

for homogeneous resistivity ρ, electrodes spaced AM,BM,AN,BN , and the updated

locations and resistivity after movement indicated with a tick ρ′. Dipole-dipole data

for measurements n = 1 were discarded, as they were judged to be too dependent

on transverse movements which were not reconstructed.

A similar approach was applied (Wilkinson et al., 2016), to reconstruct two-

dimensional xy-movements for the whole electrode grid by allowing for transverse

movements through an additional weighting term

argmin
∑
i

e2i + α
∑
j

||mj||+ β
∑
j

θ(m
(y)
j )|m(y)

j |+ γ
∑
j

θ(m
(x)
j )|m(x)

j | (8.19)

facilitating balancing the sensitivities of transverse m
(y)
j and longitudinal m(x)

j move-

ments by adjusting the weighting ratio β/γ.

8.5 Results

Regions of high sensitivity were initially noted at depth where little sensitivity was

expected. The model boundaries were extended approximately one electrode array

length in each of the +x,−x and −z directions. To determine how far the FEM
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model boundaries needed to be extended, an analytic PEM half-space model was

compared to CEM homogeneous resistivity FEM simulations. The boundary ex-

tensions reduced boundary condition related errors in simulated measurements to

within measured noise levels and removed the artifacts from the sensitivity plots

when using the measured data.

The dipole-dipole stimulus and measurement sequence (Appendix A) used for

line#1 was visualized in Figure 8.4, showing the sequence of tetra-polar measure-

ments with stimulus in red and measurements in blue. A single difference measure-

ment was captured as one row of the stimulus and measurement protocol in the

figure. In the adjacent vertical strip chart, the horizontally aligned measurements

(blue) were contrasted with the homogeneous resistivity estimate (green) of what

those measurements would be, as well as showing their difference (red). The right-

most strip chart shows the estimated error for each measurement as estimated by

reciprocal measurements.

The initial resistivity was reconstructed for line#1 (March 2008) and line#5

(February 2013) using the surveyed locations (Figure 8.5). The region near the

electrodes was presented with annotations matching Figure 8.3, as well as an image

of the complete model.

The final resistivity was also, independently, reconstructed using the final sur-

veyed locations and used to create the expected resistivity change (Figure 8.7c,d).

The initial resistivity for line#1 loosely matched those published in Wilkinson et al.

(2010) (Figure 8.3) and achieved a similar <1% RMS measurement misfit relative to

a homogeneous resistivity model. Superficially, the two reconstructions (Figure 8.3

and Figure 8.5) look very similar.
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Figure 8.4: Dipole-dipole stimulus and measurement protocol for line#1; March 2008
measurements,(left) stimulus in red and measurements in blue, one row per differ-
ence measurement, (middle) initial difference measurements Va (green) compared to
homogeneous resistivity at 32.1Ω · m shown as Va − Vh (red), and the change from
initial to final measurements Vb−Va (blue), and (right) the reciprocal standard error
as a percentage of the measurements estimated by comparing reciprocal stimulus
measurements for initial (green) and final (blue) measurements
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(a) line#1, March 2008

(b) line#5, February 2013

Figure 8.5: Initial resistivity-only reconstructions, (a) line#1 March 2008 (λ =
130.4, σ0 = 31.3 Ω ·m), and (b) line#5 February 2013 (λ = 106.8, σ0 = 25.6 Ω ·m)
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Figure 8.6: Reconstructed electrode movement as joint resistivity-movement recon-
struction, (a,b) true and reconstructed line#1 movement, March 2008 to April 2009,
and (c,d) true and reconstructed line#5 movement, February 2013 to February 2014
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Electrode movements were initially reconstructed by themselves using an inde-

pendent implementation. The joint inversion code was checked against this result

by setting the movement-resistivity balance parameter β to strongly favour elec-

trode movement. Reconstructions showed no resistivity change and movements that

were in close agreement with the movement-only reconstruction code. Small varia-

tions still existed between the two results due to differences in the implementation

and resulting accuracy of the inexact line search. These variations were small with

respect to the overall electrode movement solution. When electrode movements

were reconstructed with resistivity changes (Figure 8.6), some portion of the recon-

structed electrode movement was lost in favour of reconstructed resistivity change

(Figure 8.7).

Due to the large electrode movements (Figure 8.8), it was found helpful to per-

form a crude version of successive relaxation. The first three iterations of the Gauss-

Newton reconstruction were performed with an electrode movement hyperparameter

that was an order of magnitude larger than following iterations. Without this adapta-

tion, the reconstructed electrode movements showed poor agreement with measured

locations, presumably because the Gauss-Newton iterations were trapped in a lo-

cal minimum which favoured constructing resistivity artifacts near the electrodes.

Exploring the space of hyperparameters near the selected hyperparameter did not

reveal one which achieved better electrode movement reconstruction.
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(a) line#1, reconstructed resistivity change (b) line#1, resistivity change using true elec-
trode positions

(c) line#5, reconstructed resistivity change (d) line#5, resistivity change using true elec-
trode positions

Figure 8.7: Change in resistivity for joint movement reconstructions (λσ = 0.1, λx =
0.07), (a,b) line#1, March 2008 to April 2009, and (c,d) line#5, February 2013 to
February 2014
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Figure 8.8: Electrode movement, iterations for (a) line#1, March 2008 to April 2009,
and (b) line#5 movement, February 2013 to February 2014
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8.6 Discussion

In this chapter, resistivity and electrode displacement were simultaneously recon-

structed for a survey located on a slowly moving landslide. Results exhibit some

measure of oscillatory artifacts in the reconstructed movement.

For a half-space model with a homogeneous resistivity, electrode positions are

not unique. A translation of the entire set of electrodes will give identical measure-

ments. Likewise, a scaling of all electrode positions is equivalent to a change in

the homogeneous resistivity. When conductivities are inhomogeneous the electrode

locations are somewhat fixed by the locations of the inhomogeneities. Examples of

electrode position non-uniqueness manifested itself in this data as large oscillations

in the reconstructed electrode movement when no measures were taken to address

the issue.

Fixing the location of three electrodes at the upslope and downslope ends of the

electrode array nearly eliminated these oscillations. As seen in the line#5 data, this

is not necessarily a correct assumption, as both the top and bottom of a landslide may

move, leading to resistivity artifacts. We infer that fixing these electrode locations

was sufficient to damp the reconstructed movement’s oscillations because it fixes the

relationship between a stimulus current, a measured voltage, and electrode separation

(distance). The physical scale near those electrodes has been fixed. Smoothing-

type regularization of conductivity, used in this work, then controls how strictly

the selected scaling of electrode separation is enforced. For example, electrodes

that have contracted together in a region might cause a conductive artifact to be

reconstructed under those electrodes. Increasing the conductivity regularization may

suppress these artifacts and cause movement to be reconstructed by contracting the
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local electrode spacing to account for smaller than expected voltage measurements

in the region.

Both unscaled and log scaled electrode movement were tested and found to give

results with similar absolute positional error. We have elected to present the unscaled

electrode movement in our reconstructions as it is a less restrictive choice. One could

imagine low angle slopes or floodplains where the expected direction of movement

would not be known a priori. A further reason to avoid dependence on the log

movement scaling is the extension of this work to transverse movements where the

restriction to movements only to one side of the array seems inappropriate. In the

data sets examined here, there are transverse movements which were caused by

material accumulating at the toe of the landslide and towards the edges of the earth

flow. These transverse movements can be predicted for this particular data set based

on the pre-existing topology: line#1 electrodes moved east, downhill into a gully,

while the line#5 electrodes moved west, downhill into the same gully.

Reconstructions generally matched the true electrode locations within 0.20 me-

tres for movements of up to 1.46 metres. Exceptions were line#5 electrodes 12

and 13 where errors of nearly 0.40 m occurred. Adjusting the relationship between

resistivity and movement regularization β caused more electrode placement error

as resistivity regularization was reduced. These movement magnitudes represented

movement of up to 32% of the average 4.73 metre electrode spacing, exceeding the

prior joint resistivity-movement method’s limitation to movements of approximately

1% of electrode spacing.



8.7. CONCLUSION AND CONTRIBUTIONS 181

8.7 Conclusion and Contributions

This work demonstrated the practical application of a joint movement-resistivity

reconstruction using an iterative Gauss-Newton regularized solver. Reconstructions

show reasonable agreement with RTK GPS measured electrode locations, available

resistivity estimates and geological structure.

The initial reconstructed resistivity, used as a starting point for the electrode

movement and resistivity reconstruction, were in relatively close agreement (Fig-

ure 8.3 and Figure 8.5). Reconstructed changes in resistivity (Figure 8.7) showed

considerable variation, particularly around the region at the toe of the landslide.

These changes in resistivity could be indicative of water saturation changes due

to water seepage at the toe of the landslide or other geological causes. Another

possibility is that the resistivity changes represent artifacts due to transverse and

normal components of electrode movement which were not accounted for in these

reconstructions.

We note that, in general, even when electrode displacements were not entirely

accurate, the spacing between electrodes was generally reduced first in the Gauss-

Newton iterations. Errors in electrode spacing were distributed fairly evenly across

the electrode array, after which the displacements shifted towards their true positions

in most cases. This suggests that a parametrization for electrode movement that

encompasses electrode spacing may lead to improved outcomes.

Identification of the Hollin Hill site, geology, field work and electrical measure-

ments were carried out by the British Geological Survey. The model construction,

algorithm development, inverse problem parametrization, hyperparameter selection,

electrode movement and analysis were the key contributions of this work. Code
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for the reconstruction was developed in the EIDORS Matlab environment. Models

were meshed using NetGen and then massaged to construct an accurate model with

the best possible mesh quality5. The absolute iterative Gauss-Newton solver was

written from scratch by the author, based on a prior conductivity-only implemen-

tation, to support: solution limits through parametrization scaling (§4.8), voltage

measurements to apparent resistivity conversion (§4.7), working units conversions

(resistivity–conductivity, log scaling), heterogeneous initial conductivities, support

for Tikhonov, Laplace and Noser regularization, implementations of a number of line

search algorithms, expansion wherever required to add new joint inverse parametriza-

tions (in this case, movement), unit tests and documentation. All simulations and

analysis in this chapter were performed by the author except where explicitly noted

(§8.4 and Figure 8.3).

Thanks go out to the researchers at the British Geological Survey, Geophysical

Tomography Team for generously sharing their time and data.

5This is not an inverse crime: only electrode positions were matched accurately. Discretizations
were selected by the meshing process and clearly did not agree with the continuous domain from
which real measurement data were collected. Models used to compare initial and final electrode
movement were constructed from different meshes, so did not exhibit overly optimistic discretization
error.



Chapter 9

Discussion and Conclusions

This thesis developed new computational techniques to address the issue of maxi-

mizing useful information under adverse measurement conditions and built practical

implementations that demonstrate the effectiveness of our approach. We have de-

veloped methods that reduce artifacts and improve detectability through improved

methods for addressing boundary movement. The focus of this work has been on ap-

plications to geophysical problems that require iterative non-linear solutions, though

the methods are generally applicable to the broader set of impedance imaging tech-

niques.

In this work, we have developed a number of key contributions. We have devel-

oped a framework for checking inherent algorithm behaviours for inverse problems

and evaluating input model and data quality. This evaluation framework has been

applied to a new absolute iterative Gauss-Newton algorithm and its implementation.

Methods for evaluating input data errors were demonstrated using data collected at

a flooded mine site in Pont-Péan, France. The evaluation framework was applied

183
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to four electrode movement Jacobian techniques, including the implementation of

a new Fréchet derivative method. Finally, an impedance imaging technique for si-

multaneously addressing electrode movement and conductivity was evaluated on a

slow-moving landslide in Yorkshire, UK using the infrastructure developed through-

out this thesis. These contributions aim to improve the identification and reduce the

occurrence of image artifacts which will allow the application of impedance imaging

in challenging new environments.

These results have been published in
• A. Boyle, M. Jehl, M. Crabb, and A. Adler. Estimating electrode movement

in two dimension. In International Conference on Biomedical Applications of
Electrical Impedance Tomography, Neuchâtel, Switzerland, June 2015a.

• A. Adler, A. Boyle, M. Crabb, H. Gagnon, B. Grychtol, N. Lesparre, and
W. R. B. Lionheart. EIDORS Version 3.8. In International Conference on
Biomedical Applications of Electrical Impedance Tomography, Neuchâtel,
Switzerland, June 2015.

• A. Boyle, P. Wilkinson, J. Chambers, N. Lesparre, and A. Adler. Slope stability
monitoring through impedance imaging. In 15th Conf. Electrical Impedance
Tomography, Gananoque, Canada, April 2014.

Software implementations of the algorithms described in this work have been

contributed to the EIDORS project under the GNU General Public License (GPL).

Additional software not directly part of the EIDORS project has also been made

available1 and licensed under the GNU GPL, including code for performing the joint

conductivity and movement reconstruction.

9.1 Recommendations

Some recommendations coming from this body of work are as follows.
1https://sourceforge.net/p/eidors3d/code/HEAD/tree/trunk/dev/a_boyle/thesis

https://sourceforge.net/p/eidors3d/code/HEAD/tree/trunk/dev/a_boyle/thesis
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• Determining if an algorithm is appropriate and whether an implementation of

that algorithm is correct are challenging tasks. We recommend that these be

decomposed into smaller units and that a comprehensive testing of these units

be undertaken using direct numerical comparisons, analytic models, simplified

models, and ultimately real data with a known ground truth.

• Evaluating whether a data set contains the expected data, whether error es-

timates are “reasonable,” and if the data is of sufficient quality are critical to

robust, reliable reconstructions. We observe that many data sets lack error

estimates on key information. For example, electrodes are frequently assumed

to be exactly placed and aligned. We recommend a number of techniques for

evaluating data quality: direct examination of the data, comparison to simu-

lated models, and graphical plots that enable an overview of the data. Analysis

of sensitivity may be used to evaluate what levels of data error are manageable

within a reconstruction framework.

• Four electrode movement Jacobian calculation methods were evaluated in this

work. We recommend the rank-one update and Fréchet derivative for their

computational efficiency. The Fréchet derivative method comes with caveats

regarding contact impedance. Recent work suggests that the Fréchet derivative

may enable successful reconstruction of normal movements for which alterna-

tive movement Jacobians (including the rank-one update) have not been stable.

There are clearly some trade-offs between the two recommended techniques.

• We recommend joint resistivity and electrode movement reconstructions as

a promising technique for dealing with electrode movement in ERT data sets.
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The 21/2-D Fourier method was successful in reducing compute effort to solvable

levels and we highly recommend it wherever it is geometrically applicable.

9.2 Limitations

Some specific limitations observed within this body of work are as follows.

• The time and cost of evaluating an algorithm, implementation, or data set must

be carefully evaluated against the cost of interpretation errors. A thorough

evaluation of the methods described in this work is not trivial to undertake.

Shortcuts may be appropriate where the return on investment for a thorough

validation effort can not be justified. In these cases, some checking is better

than none.

• The evaluation framework presented in this work represents a new area of in-

vestigation with respect to inverse problems. While this work represents a

wealth of “common” and not so common knowledge about best-practices for

building robust and reliable reconstructions, the advice presented here is sub-

ject to experiential limitations. New data sets, algorithms and implementations

may present new challenges not addressed by the recommendations contained

in this work. None the less, the underlying philosophy of the presented tech-

niques should be applicable to develop new methods.

• The rank-one update movement Jacobian does not capture the full CEM ef-

fects: care must be taken when used with large electrodes. It is not stable

under normal movements and should not be used to estimate these types of

electrode movement.
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• The Fréchet derivative movement Jacobian technique is sensitive to low contact

impedances. The correctness of the movement Jacobian should be checked

when the contact impedance is of the same order or less than the surrounding

conductivity.

• For joint resistivity and electrode movement reconstructions: care must be

taken in selecting hyperparameters, and the scale of electrodes needs to be

fixed somehow or unstable/oscillatory movement estimates result. Alternative

solutions to these two issues may result in more robust reconstructions.

• The Conjugate Gradient and Gauss-Newton solutions were compared through-

out this work. In general, the Gauss-Newton solution was found to be roughly

equivalent. It is not certain that this is generally true.

9.3 Future Work

There are a number of directions in which the main themes of this work might be

further explored:

• 3D reconstructions where electrodes are no longer collinear (grid electrode ar-

rays, for example) require efficient mechanisms to construct models.

– meshing: The definition and construction of these 3D meshes, including

topology and arbitrary surface electrode geometry and numbering could

be constructed as an extension of the mk_geophysics_model interface,

already exhibited in the appendices of this work.
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– compute: 3D meshes lead to computational challenges (big meshes, big

matrices) which may in part be addressed with algorithms compatible

with massively parallel compute resources: High Performance Computing

(HPC) and cloud-based scalable infrastructure.

• “Two-and-a-half dimensional” (21/2-D) techniques provide an efficient technique

for addressing many common geological scenarios when conductivity is uniform

and parallel to the surface in a particular direction. Further 21/2-D techniques

might be developed:

– An implementation of the 21/2-D movement Jacobian. The technique has

been developed mathematically in this work but not yet fully implemented

and tested. Results for the electrode movement reconstruction should be

improved by its use.

– A fast matrix inverse update method for calculating the inverse Fourier

integral 2
π

∫
k
(A+k2B)−1 possibly making use of the SVD since the matrix

structure is not changing as k varies.

– Enabling off-plane electrodes, so that an electrode may be placed at any

point on the surface defined by the projection of the 2D surface into three

dimensions.

– Development of a CEM 21/2-D formulation for the Fourier dimension.

• The Conjugate Gradient technique should be algorithmically superior: further

evaluation should be undertaken to understand whether it might provide im-

proved solutions for some types of data set and reconstruction. Variations of

the algorithm, for example performing Conjugate Gradient on two disjoint sets
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of parameters, may be particularly effective for joint resistivity and electrode

movement reconstructions where residuals over the two parameter spaces may

exhibit different characteristics.

• Improvements in our ability to take advantage of massively parallel computing

resources, where the problem space which we can explore is limited by compute

and storage.

• An open hardware platform for EIT which showcases design trade-offs for both

biomedical and geophysics applications.

• Incorporating models of real hardware electronics into the inversion process

to account for sources of error, possibly by coupling a circuit simulator and

FEM/inverse problems implementation.

• The reliability and testing framework suggested in this work would be directly

usable in biomedical applications. Better data quality and algorithm imple-

mentations could only improve the diagnostic quality of reconstructions.

• The application of joint electrode movement and absolute resistivity recon-

structions may have application in biomedical domains with similar geometry,

electrode movement issues, strong conductivity contrasts, or a lack of reference

measurements. Such applications may be in the areas of breast and prostate

cancer screening and brain imaging.

• Further evaluation of the effectiveness of various debug methodologies for in-

verse problems.
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• Development of automated tests to catch the most common survey errors: im-

precise placement of electrodes, poor electrode to ground contact, and poor

vertical alignment of electrodes relative to the surface. Immediate feedback

during surveying would provide an opportunity to correct problematic instal-

lations. Corresponding estimates of error might be recorded alongside collected

data.

• Development of an automated slope movement detection hardware that would

satisfy industrial cost and installation constraints. Evaluation of the reliability

of joint conductivity and electrode movement techniques for a large number of

(low cost) deployments under varying conditions.

• Addressing issues in the automation and continuous monitoring of remote in-

frastructure: semi-autonomous and remote systems, data quality management,

and robust reconstruction techniques which can reliably detect certain condi-

tions requiring intervention or remediation.



Appendices

191



Appendix A

Stimulus and Measurement Patterns

In this appendix, we follow the descriptions given in Barker (1979) and Loke and

Barker (1996a) for common stimulus and measurement patterns found in ERT sur-

veys. Stimulus and measurement patterns are used to form a set of measurements

for impedance imaging data. A stimulus pattern is a sequence of electrodes where

current or voltage are applied. A current return path always exists, but it is possi-

ble that this path is not through the electrodes due to buried conductors or other

unanticipated paths. For ERT and EIT, it is generally assumed that the return path

is always through the electrodes so that applied current in equals the return current

out. Measurements are taken as the difference between potential across electrodes.

Current I from a single point electrode (a PEM) into a homogeneous half-space

causes a radial potential ϕ

ϕ =
ρI

2πr
(A.1)

for a current I applied to a medium of resistivity ρ, at radial distance r from the
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I

V

A M N B

AM MB

AN NB

Figure A.1: Generalized pair-wise electrode configuration; for stimulus I and mea-
surement V for four electrodes A M N B

electrode. There is a singularity at each stimulus electrode (r = 0) with the PEM.

A dipole AB, as in Figure A.1, causes a potential ϕ measured at M and N

ϕM =
ρI

2π

(
1

AM
− 1

MB

)
(A.2)

ϕN =
ρI

2π

(
1

AN
− 1

NB

)
(A.3)

at a particular radial distance from the two stimulus electrodes A and B. A potential

difference V measured between MN , is then calculated as

∆ϕ = V =
ρI

2π

(
1

AM
− 1

MB
− 1

AN
+

1

NB

)
(A.4)

where each distance AM,MB,AN,NB is between a stimulus electrode and a mea-

surement electrode. The model may be applied for any arbitrary pair-wise electrode

placement.
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Equation (A.4) may be rearranged, to find the “apparent resistivity” ρa

ρa = Rk (A.5)

k =
2π(

1
AM
− 1

MB
− 1

AN
+ 1

NB

) (A.6)

where R = V/I is the measured resistivity as the ratio of a measured difference in

potentials V resulting from an applied current I, and a geometric factor k which

accounts for the electrode configuration. The resistivity is “apparent” because in-

homogeneity in the medium, electrodes with finite size, or a surface that is not flat

introduce errors with respect to the assumptions implied by the model. None the

less, the apparent resistivity is a useful tool for adapting to large variations in mea-

surement magnitudes observed in the field on long collinear electrode arrays. The

apparent resistivity normalizes measurements so that they are more equally weighted

in the reconstruction under the aforementioned assumptions. The data may still be

skewed by strong resistivity contrasts which are often encountered in geoelectrical

applications. Reconstructions using log scaled data are sometimes used to rebal-

ance the data weighting for these strong resistivity contrasts. Apparent resistivity

is widely used in geophysical applications. In the biomedical community, a similar

technique is called “measurement normalization.”

In geophysics, standard pair-wise stimulus and measurement patterns are typi-

cally used for linear arrays of electrodes in a 32-, 64- or 128-electrode configuration.

These patterns are named, based on historical usage, the: Wenner, Schlumberger,

and dipole-dipole patterns. Many other variations and alternatives to these pat-

terns have been proposed: we focus here on the most common definitions. Various
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monopole configurations may be constructed based on the assumption of a second

electrode at infinity. Some biomedical systems employ many electrodes simultane-

ously (Cook et al., 1994).

A.1 Wenner

A Wenner array has a stimulus dipole straddling a measurement dipole with equidis-

tant electrodes (Figure A.2). For a homogeneous half-space, the apparent resistivity

ρa for a Wenner array may be calculated using (A.4)

ρa = 2πaR (A.7)

for electrode spacing a. The geometric factor simplifies to k = 2πa. As before, the

ratio of stimulus current applied I and the measured difference voltage V give the

measured resistance R.

An example stimulus and measurement pattern was generated using the Wenner

array by increasing a and shifting the starting electrode offset. The multiple n is al-

ways one: see the Sclumberger pattern for variations in stimulus versus measurement

electrode spacing. The pattern is generally limited to discrete sequences because it

I

V

a a a

Figure A.2: Wenner electrode configuration
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Table A.1: Example Wenner pattern
Electrode No. Electrode Placement

# n a A B M N stim A–B meas M–N

1 1 1 1 4 2 3
2 1 1 2 5 3 4
3 1 1 3 6 4 5
4 1 1 4 7 5 6
5 1 1 5 8 6 7
6 1 1 6 9 7 8
7 1 1 7 10 8 9
8 1 2 1 7 3 5
9 1 2 2 8 4 6
10 1 2 3 9 5 7
11 1 2 4 10 6 8
12 1 3 1 10 4 7

is time consuming and error prone to repeatedly relocate electrodes. An example

Wenner stimulus and measurement pattern for ten equally spaced electrodes in a

linear array is shown in Table A.1. The electrodes used for each measurement are

shown with one measurement per row in the table. The spacing multiple a is shown

in the table along with an illustration of the relative placement of the stimulus AB

(red) and measurement MN (blue) electrode pairs with electrodes at the ends of the

coloured lines.

Variations of the Wenner stimulus and measurement pattern alternate the place-

ment of the stimulus and measurement electrodes. One arrangement matches a

dipole-dipole configuration with n = 1 (§A.3).
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I

V

c a c
na na

Figure A.3: Schlumberger electrode configuration

A.2 Schlumberger

Like the Wenner array, a Schlumberger array has a stimulus dipole straddling a mea-

surement dipole with electrodes that are symmetric but not necessarily equidistant

(Figure A.2). For the Schlumberger electrode configuration, the apparent resistivity

ρa reduces to

ρa = π
c(c+ a)

a
R (A.8)

for measurement electrode spacing a and stimulus electrode separation a+ 2c (Fig-

ure A.3). The equation (A.8) may be simplified when c = na for linear arrays of

equally spaced electrodes

ρa = πn(n+ 1)aR (A.9)

When electrode spacings are equidistant (n = 1), the Schlumberger and Wenner

electrode configurations are equivalent.

An example stimulus and measurement pattern was generated using the Schlum-

berger array by increasing a and n while shifting the starting electrode offset. As
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with the Wenner array, the pattern is generally limited to discrete locations because

it is time consuming and error prone to repeatedly relocate electrodes. An example

Schlumberger stimulus and measurement pattern for ten equally spaced electrodes in

a linear array is shown in Table A.2. The electrodes used for each measurement are

shown with one measurement per row in the table. The spacing multiple n is shown

in the table along with an illustration of the relative placement of the stimulus AB

(red) and measurement MN (blue) electrode pairs with electrodes at the ends of the

coloured lines.
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Table A.2: Example Schlumberger pattern
Electrode No. Electrode Placement

# n a A B M N stim A–B meas M–N

1∗ 1 1 1 4 2 3
2∗ 1 1 2 5 3 4
3∗ 1 1 3 6 4 5
4∗ 1 1 4 7 5 6
5∗ 1 1 5 8 6 7
6∗ 1 1 6 9 7 8
7∗ 1 1 7 10 8 9
8∗ 1 2 1 7 3 5
9∗ 1 2 2 8 4 6
10∗ 1 2 3 9 5 7
11∗ 1 2 4 10 6 8
12∗ 1 3 1 10 4 7
13 2 1 1 6 3 4
14 2 1 2 7 4 5
15 2 1 3 8 5 6
16 2 1 4 9 6 7
17 2 1 5 10 7 8
18 3 1 1 8 4 5
19 3 1 2 9 5 6
20 3 1 3 10 6 7
21 4 1 1 10 5 6

* Measurements #1–#12 are the same as the Wenner pattern, Table A.1.
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A.3 Dipole-dipole

The dipole-dipole configuration places the stimulus and measurement electrode pairs

adjacent to each other, rather than have the stimulus electrodes straddle the mea-

surement electrodes Figure A.4.

The apparent resistivity calculated based on the general point electrode homo-

geneous half-space equation gives

ρa = n(n+ 1)(n+ 2)aR (A.10)

for measurement electrode spacing a and measurement to stimulus electrode spacing

na.

An example stimulus and measurement pattern was generated using the Dipole-

Dipole array by increasing a and n while shifting the starting electrode offset. As with

the Wenner and Schlumberger patterns, the dipole-dipole pattern is generally limited

to discrete positions because it is time consuming and error prone to repeatedly

relocate electrodes. An example dipole-dipole stimulus and measurement pattern for

ten equally spaced electrodes in a linear array is shown in Table A.3. The electrodes

used for each measurement are shown with one measurement per row in the table.

The spacing multiple n is shown in the table along with an illustration of the relative

I V

a na a

Figure A.4: Dipole-dipole electrode configuration
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Table A.3: Example dipole-dipole pattern
Electrode No. Electrode Placement

# n a A B M N stim A–B meas M–N

1 1 1 1 2 3 4
2 1 1 2 3 4 5
3 1 1 3 4 5 6
4 1 1 4 5 6 7
5 1 1 5 6 7 8
6 1 1 6 7 8 9
7 1 1 7 8 9 10
8 1 2 1 3 5 7
9 1 2 2 4 6 8
10 1 2 3 5 7 9
11 1 2 4 6 8 10
12 1 3 1 4 7 10
13 2 1 1 2 4 5
14 2 1 2 3 5 6
15 2 1 3 4 6 7
16 2 1 4 5 7 8
17 2 1 5 6 8 9
18 2 1 6 7 9 10
19 2 2 1 3 7 9
20 2 2 2 4 8 10

placement of the stimulus AB (red) and measurement MN (blue) electrode pairs

with electrodes at the ends of the coloured lines.
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From Maxwell’s Equations to EIT

The equation ∇ · σ∇ϕ = 0 for conductivity σ and voltage potential ϕ defining the

impedance imaging problem may be derived from Maxwell’s equations (Somersalo

et al., 1992; Holder, 2005). The problem of determining the interior conductivity

based on boundary information is commonly called “Calderon’s Problem” in the

Inverse Problems literature (Calderón, 1980).

Starting from Maxwell’s equations

∇ ·D = ρ Gauss’ Law (B.1)

∇ ·B = 0 Gauss’ Law for Electromagnetism (B.2)

∇× E = −∂tB Faraday’s Law (B.3)

∇×H = J̄+ ∂tD Ampere’s Law (B.4)

for charge density ρ, and using the notation for partial derivatives with respect to

time ∂/∂t = ∂t, the vector cross product ∇ × □, and the vector divergence ∇ · □.
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Maxwell’s equations are coupled by constitutive relationships: electric field E and

current density J̄ are related by conductivity σ, electric field E and electric flux

density D are related by permittivity ϵ, and magnetic field H and magnetic flux

density B are related by permeability µ

J̄ = σE Ohm’s Law (B.5)

D = ϵE H =
1

µ
B (B.6)

for a linear, iostropic, nondispersive body. For a DC or quasi-static system, the

electric and magnetic flux density does not vary significantly over time

∂tD = 0 ∂tB = 0 (B.7)

so that (B.3) and (B.4) become

∇× E = 0 (B.8)

∇×H = J̄ (B.9)

From the Helmholtz decomposition, we know that a sufficiently smooth field F that

decays towards infinity is fully specified by an irrotational (curl-free) vector field ∇u

and a solenoidal (divergence-free) vector field ∇ × A. An irrotational vector field

has a scalar potential u, while a solenoidal vector field has a vector potential A.

F = −∇u+∇×A (B.10)
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We restrict ourselves to a scenario where transient signals are negligible by waiting

for a “settling” time before making measurements and by applying low frequencies

where magnetic effects are also negligible. We define low frequencies based on the size

of the domain and the wavelength of propagating signals so that errors introduced

by waves propagating to distant measurement electrodes are negligible. We are also

restricted to frequencies below where “skin depth” does not affect the current flow in

the medium. These two restrictions, introduced by our low frequency assumption,

allow us to assume that the electric field is quasi-static: a low frequency system

(Adler et al., 2011, §14.1.1).

For an electric field that is quasi-static and therefore irrotational (B.8), the elec-

tric field is fully specified by the scalar potential ϕ so that

E = −∇ϕ (B.11)

The divergence of curl identity ∇ · (∇×□) = 0 for magnetic fields H combined

with the quasi-static assumption (B.9) and Ohm’s Law gives

∇ · (∇×H) = 0 (B.12)

∇ · J̄ = 0 (B.13)

∇ · (σE) = 0 (B.14)

−∇ · σ∇ϕ = 0 (B.15)

which defines the DC behaviour of current flow within an impedance distribution.

An alternate solution can be found (Somersalo et al., 1992) by looking for time

harmonic solutions and assuming very small magnetic permeability µ. These so-
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lutions allow conductivty to be complex valued such that σ → σ + iωϵ. Boundary

conditions are typically specified using the CEM (Section §2.1) to account for contact

impedance, shunting effects and descretization of the boundary.
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The FEM Approximation

The FEM is a technique for numerically approximating the value of a function over

a domain (Hughes, 2000). It is used in structural mechanics, electromagnetics, fluid

dynamics and many other fields (Zienkiewicz et al., 2005). Following (Rücker and

Günther, 2011), a PDE boundary value problem Fu = f , with boundary conditions

Fu = f in Ω PDE (C.1)

u = g0 on ∂Ω0 Dirichlet boundary condition (C.2)

∇u · n̂ = g1 on ∂Ω1 Neumann boundary condition (C.3)

∇u · n̂+ αu = g0 on ∂Ω2 Robin boundary condition (C.4)

is converted to a weighted residual formulation by the following steps.

1. Multiply the residual of the PDE by a weighting function w that vanishes at the

Dirichlet boundary ∂Ω0, where the combined residual and weighting function

is to approach zero.
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2. Integrate by parts (Green’s first identity) and apply Neumann and Robin

boundary conditions to arrive at the so-called “weak form.”

3. Represent the approximate solution uh ≃ u as a linear combination of polyno-

mial basis functions Ni defined on a particular mesh triangulation.

4. Select basis functions defined over individual elements of the mesh Ni and

zero elsewhere with nodal values ui defining their “control points.” Choose to

use these same basis functions for the discretized weighting function wi, the

so-called “Galerkin approach.”

5. Solve the linear algebraic system for the nodal values ui.

Applying the FEM to EIT we have a boundary value problem with CEM bound-

ary conditions for voltage Uℓ and current Iℓ at the ℓ-th electrode Eℓ with contact

impedance zℓ. There is no current flow normal n̂ to the boundary ∂Ω except at the

electrodes

∇ · (σ∇ϕ) = 0 in Ω, σ > 0 (C.5)∫
Eℓ

σ
∂ϕ

∂n̂
dEℓ = Iℓ ℓ = 1..L (C.6)

ϕ+ zℓσ
∂ϕ

∂n̂
= Uℓ on Eℓ, ℓ = 1..M (C.7)

∂ϕ

∂n̂
= 0 on ∂Ω \

⋃
ℓ

Eℓ (C.8)

where the divergence ∇ · □ of the gradient of potential ∇ϕ scaled by an isotropic

conductivity σ is zero in the interior of a domain.
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We make use of Green’s first identity by rearranging

∫
Ω

(u∇2v +∇u · ∇v) =
∮
∂Ω

u(∇v · n̂) (C.9)∫
Ω

u∇2v = −
∫
Ω

∇u · ∇v +
∮
∂Ω

u(∇v · n̂) (C.10)

to agree with our Laplace equation on the interior, assuming a constant conductivity

∇ · (σ∇ϕ) = σ∇2ϕ (C.11)

We then multiply by the weighting function and integrate by parts using Green’s

first identity to get

−
∫
Ω

σ∇w · ∇ϕ+

∮
∂Ω

σw(∇ϕ · n̂) = 0 (C.12)

Discretizing over an approximation of the potential distribution, defined at nodes

of the mesh ϕi and between by the linear combinations of basis functions Ni, with

weighting function selected to be the same basis functions Nj gives a linear system

of equations

∑
i

∫
Ω

σϕi∇Ni · ∇Nj =
∑
i

∮
∂Ω

σϕi(∇Ni · n̂) (C.13)

for columns i and rows j.

These terms may be concisely described for the system matrix A with block-wise

matrix notation where additional boundary condition terms introduced by the CEM
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are incorporated

Ax = b (C.14)⎡⎢⎣ G+B C

CT D

⎤⎥⎦
⎡⎢⎣ ϕ

ϕ⃗

⎤⎥⎦ =

⎡⎢⎣ 0

b⃗

⎤⎥⎦ (C.15)

where column vectors ϕ are potential at each node, ϕ⃗ are the measurements at the

electrodes, and b⃗ are applied currents at the electrodes.

The remaining matrices G B C D are then defined in terms of

Gij =

∫
Ω

σ∇Ni · ∇Nj (C.16)

Bij =
L∑

ℓ=1

∫
Eℓ

NiNj (C.17)

Cℓj = −
1

zℓ

∫
Eℓ

Nj (C.18)

Dij =
|Eℓ|
zℓ

for i = j = ℓ and is 0 otherwise (C.19)

bj = Iℓ (C.20)

for shape function N , element conductivity σ, electrode contact impedance zℓ, and

electrode surface area |Eℓ|. The bj terms cancel everywhere except at the domain’s

edges with boundary currents J̄ normal n̂ to the boundary ∂Ω.

In practice, many stimulus patterns are concatenated

B =

⎡⎢⎣ 0 0 0 . . . 0

b⃗1 b⃗2 b⃗3 b⃗n

⎤⎥⎦ (C.21)
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to construct an intermediate set of voltage distributions

X = [x1 x2 x3 . . . xn] (C.22)

AX = B (C.23)

and eventually a set of measurements u are calculated as a difference in electrode

potentials

u = TX = TA−1B (C.24)

using the system matrix A. The difference function T typically differs for each

stimulus (the measurements differ) but the matrix inverse of the system A−1 may

be reused repeatedly to efficiently calculate new nodal voltages. The measurements

u are typically stored as a single concatenated vector, though they relate to many

different stimulus patterns.

For e elements and n nodes, the n row × n column system matrix G, ignoring

the electrode model for the moment, may be constructed

G = CTSDC for S(e) = ∇N (e)
i · ∇N

(e)
j and D(e) = diag(σe) (C.25)

from a connectivity matrix C with element shape functions S and element conduc-

tivities D. The connectivity matrix converts local element nodes to global nodes
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C =

⎧⎪⎨⎪⎩
1 column j’s global node number is

assigned to row i’s element local node
0 otherwise

(C.26)

Taking the matrix square root of the shape matrix allows the connectivity and

shape matrices to be combined for efficient multiplications by the conductivity be-

cause the left and right multiplication are symmetric

G = CTS
1/2TS

1/2TDC = CTS
1/2TDS

1/2C for S = S
1/2TS

1/2T (C.27)

G = FTDF with F = S
1/2C (C.28)

where the shape functions are originally constructed from matrix squares so that the

matrix square root is trivially known.

The em× n connectivity matrix C, for elements with m local nodes, is a sparse

sign matrix where all entries are 0 or ±1. The connectivity matrix merges the e

element-wise block matrices by constraining collocated nodes of adjacent elements

to the same voltage. The matrix is applied both row-wise C and column-wise CT

to collapse an em × em sized shape and conductivity matrix SD in local nodal

coordinates down to an n× n G matrix in global nodal coordinates.

For an FEM mesh using a consistent element type throughout, the shape func-

tions are formed of a common m × m shape function S(e) and a deformation and

scaling that reshapes the canonical FEM element into the shape required by a partic-

ular arrangement of nodes for each element. The completed em× em shape matrix
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S forms a block-diagonal matrix

S =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

S(1) 0 · · · 0

0 S(2) ...
... . . .

0 · · · 0 S(e)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(C.29)

with bandwidth matching the nodes per element m. The em × em conductivity

matrix D is a diagonal matrix where the conductivity is repeated m times on the

diagonal, once for each node of an element,

D = diag(σ)⊗ Im (C.30)

where the Kronecker product ⊗ takes the diagonalized matrix of e element conduc-

tivities vector σ and combines with the m×m identity matrix Im. When the shape

function is factored into its matrix square root S1/2, the size of the conductivity ma-

trix is reduced Dm → Dm−1 from em × em to e(m − 1) × e(m − 1). The shape

functions S(e) capture the structure of the elements and are of primary interest in

evaluating the effect of an electrode movement, while the other C and D matrices

remain constant.

In general, the element integrals are numerically integrated to approximate their

sums on arbitrary shape functions. For first-order interpolatory nodal (P1) shape

functions (Arnold and Logg, 2014) with piecewise constant conductivity, an analytic

solution exists. The gradients of the shape functions are constrained by the geometry
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of the element, so that the “stiffness matrix” S(e) is defined as

S(e) =
1

nD!

1

| detE|
ET

\1E\1 (C.31)

S(e)1/2 = E\1

√
1

nD!

1

| detE|
(C.32)

for an nD-dimensional element, where E works out to be the matrix inverse of the

node positions and E\1 is the same E matrix but with the top row removed, giving

an m− 1×m matrix. The inverse of the determinant 1/ det(E) gives twice the area

of the element but may be positive or negative depending on the order of the nodes.

In two and three dimensions, the E matrix is

E2D =

⎡⎢⎢⎢⎢⎣
1 x1x x1y

1 x2x x2y

1 x3x x3y

⎤⎥⎥⎥⎥⎦
−1

E3D =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 x1x x1y x1z

1 x2x x2y x2z

1 x3x x3y x3z

1 x4x x4y x4z

⎤⎥⎥⎥⎥⎥⎥⎥⎦

−1

(C.33)x1

x2 x3

x4

x1

x2 x3

where the subscripts of each row denote the n-th node location xn of a specific

triangular or tetrahedral P1 element. Illustrations of a triangular and tetrahedral

P1 element (blue) are adjacent to their respective equations, showing node locations

xn with respect to an example element’s geometry.

The conductivity Jacobian for element k may be calculated using the identity for

the partial derivative of a matrix inverse

∂X−1

∂u
= −X−1∂X

∂u
X−1 (C.34)
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so that our FEM mesh node voltages vary with the k-th element’s conductivity σ as

Jσ =
∂v

∂σk

= T ∂A−1

∂σk

B (C.35)

= −TA−1 ∂A

∂σk

A−1B  
X

(C.36)

Jσ = −TA−1FT ∂D

∂σk

FX (C.37)

where a difference T between nodes in a column of the voltage matrix X between

a pair of electrodes gives the change in a measurement when conductivity k is per-

turbed (Yorkey et al., 1987; Adler and Guardo, 1996). Note that the matrix partial

derivative of conductivity ∂D/∂σk is zero everywhere but within the element k.
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2 1/2-Dimensional Solutions

Two and a half-dimensional solutions are forward problems that are solved in three

dimensions under the assumption that one dimension has uniform conductivity from

positive to negative infinity. In real impedance imaging systems the electrodes are

not of infinite length in a particular direction, even when the conductivity distri-

bution is uniform in that direction. The finite size of the electrodes immediately

invalidates attempts to correctly approximate three-dimensional solutions with a

two-dimensional model. The two and a half-dimensional technique applies a Fourier

transform in one-dimension and then integrates over the spatial frequencies to obtain

a solution, while simultaneously solving with an FEM for the other two dimensions.

Following Dey and Morrison (1979), we show the derivation of the 21/2-D method.

By subscripts, we denote the dimensionality of our variables and partial derivatives,

so that a three-dimensional potential ϕxyz is caused by current at the boundary

applied to a three-dimensional conductivity distribution σxyz. If the conductivity is
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constant in one dimension z, the partial derivative is zero

∂σxyz

∂z
= 0 for constant σz (D.1)

and σxyz may now be denoted σxy. For such a conductivity, the potential may still

vary in the z-dimension, depending on whether current density is applied uniformly

in z. Current density is not generally uniform, given the finite size of electrodes used

to apply current.

Given a constant conductivity in the z-dimension, the z-dependence of the po-

tential ϕxyz may be Fourier transformed into the spatial frequency domain ϕ̃xyk̃ using

the cosine transform and its inverse

ϕ̃xyk̃ =

∫ ∞

0

ϕxyz cos(k̃z)dz (D.2)

ϕxyz =
2

π

∫ ∞

0

ϕ̃xyk̃ cos(k̃z)dk̃ (D.3)

for a potential that is reflected across the xy-plane so that the potential is an even

function ϕ(z) = ϕ(−z).

Returning to the conductivity-potential relationship, for uniform conductivity in

the z-dimension and assuming a PEM,

−∇ · (σxy∇ϕxyz) =
∂ρ

∂t
δxyz (D.4)

Applying the Fourier transform leads to

−∇ · (σxy∇ϕ̃xyk̃) + k̃2σxyϕ̃xyk̃ = Q̃δxy (D.5)
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for a fixed wave number k̃ and steady state current density in the spatial frequency

domain

Q̃δxy =
I∂ρ

2∂t
δxy ≃

I

2A
(D.6)

where Dey and Morrison (1979) have approximated the electrode as a constant cur-

rent patch, a shunt electrode model conducting current I over an electrode area

A. We would prefer the more accurate boundary normal current over the electrode

modelled by the CEM. In the construction presented here, we get a shunt model in

the z-dimension and CEM in the xy-dimensions.

We note that (D.5) takes the same general form as the original equation (D.4),

albeit in the spatial frequency domain in place of the z-dimension, with an additional

dissipation term dependent on the square of the spatial wave number k̃2.

The outcome is that the discretized FEM solution has an additional term applied

to the FEM stiffness matrix.

G = CTSDC (D.7)

S → S+ k̃2T such that (D.8)

Gk̃ = CT(S+ k̃2T)DC = CTSDC+ k̃2CTTDC where (D.9)

S(e) =
1

2| detE|
ET

\1E\1 and (D.10)

T(e) =
1

2| detE|

⎡⎢⎢⎢⎢⎣
2 1 1

1 2 1

1 1 2

⎤⎥⎥⎥⎥⎦ 1

12
(D.11)
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where the core of the system matrix G is constructed from a connectivity matrix C,

a conductivity matrix D and an element shape matrix S. In the 21/2-D formulation,

the shape matrix gains an additional term T multiplied by the square of the spatial

wave number k̃. The matrix T is an integral over the shape function of the form∫
Ω
NiNj and depends solely on the area of the triangle. As with the shape matrix S

the additional matrix T can be split into its matrix square root

Gk̃ = FT
SDFS + k̃2FT

TDFT (D.12)

and converted into a symmetric multiplier of D to improve matrix assembly effi-

ciency. To assemble matrices for many k̃ only the value of k̃ changes, so the matrix

multiplications are a one-time cost.

The potentials found for the forward solution must have the inverse Fourier trans-

form applied after inverting the system matrix.

ϕ =
2

π

∫
k̃

T Ã−1

k̃
B (D.13)

An adaptive quadrature numerical integration1 is then typically used to accumu-

late the inverted solutions at appropriate k̃. The first solution k̃ = 0, is the two-

dimensional solution. For increasing k̃, the potential is monotonically decreasing as

1/k̃2 for k̃ > 1. For a sufficient summation of k̃, the solution will converge to the

three-dimensional solution.

The difference between the two-dimensional and the three-dimensional or 21/2-

D solutions can be significant as illustrated in Figure D.1 where widely separated

1trapz, quadv, or integral in Matlab
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electrodes exhibit simulated measurements in error by as much as 71.5 times their

true value. The 2D and 21/2-D simulations use the same 2D model (Figure E.3a),

while the 3D simulations use a 3D model (Figure E.3b). Both models are 16 electrode

CEM half-space models, sharing the same linear electrode arrangement (5 m spacing,

0.1 m diameter), with homogeneous conductivity (σ = 1). The analytic solution

uses the 2D model geometry and estimates PEM electrodes at the centre of the

CEM electrode positions and a homogeneous conductivity at the mean value of the

original model which, in this case, is already homogeneous.

The agreement between the analytic, 21/2-D and 3D solutions illustrates that the

FEM models extend far enough to approximate a half-space without introducing

significant truncation errors. The difference between the analytic, 21/2-D, and the

3D solutions are likely due to differences in the modelled shape of the electrodes or

insufficient mesh refinement. We do not explore the source of the analytic versus

3D error further here, though in principle it is straightforward to eliminate the

possibilities such as PEM versus CEM, mesh density or electrode shape.
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Figure D.1: 2D versus 3D measurements; a 16 CEM electrode half-space model with
Wenner stimulus pattern, models for 2D and 21/2-D used the model illustrated in
Figure E.3a, 3D measurements used the model shown in Figure E.3b, and the analytic
model used geometry from the 2D model, (a) 2D measurements are significantly
different than 3D measurements and half-space (PEM) analytic model, while (b)
3D, 21/2-D and analytic model are in close agreement
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Inverse Solver in EIDORS

An implementation of the iterative Gauss-Newton algorithm described in this work

has been contributed to the upcoming EIDORS release 3.9 as inv_solve_gn and

inv_solve_cg. The implementation supports:

• Parameter units of conductivity, log conductivity, log10 conductivity, resistivity,

log conductivity, log10 conductivity, as input, output and working units with

automatic conversion between units.

• Joint inversion of conductivity/resistivity and electrode movement. In prin-

ciple, joint inversion of multiple parameter types if supporting Jacobian and

forward models are available.

• Input units of voltage, apparent resistivity, log apparent resistivity and log10

apparent resistivity.

• Support for dual models, for example a three-dimensional forward model and

two-dimensional inverse model using a provided mapping function.
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• The ability to solve absolute (single set of measurements) and difference (two

sets of measurements) data iteratively.

A function to generate models, mk_geophysics_model, has also been built for build-

ing models in half-space and nearly half-space geometries, as found in many common

geophysics problems. The function supports generating two-dimensional and three-

dimensional models with control of electrode type (CEM or PEM), mesh density,

and number of electrodes, and optional electrode placement. If electrode locations

are provided, a mesh conforming to surface topology based on those electrode’s el-

evations is constructed. Dual meshes (2D/3D models) and 21/2-D models are also

supported. Fine grained control of all model parameters is possible by additional

configuration options. Most meshes were generated with NetGen.

Detailed help is available for each function:

help inv_solve_gn; % wrapper for GN, uses inv_solve_core

help inv_solve_cg; % wrapper for CG, uses inv_solve_core

help inv_solve_core;

help mk_geophysics_model;

A minimal working example for a linear 32 CEM electrode array, with a simulated

inhomogeneity and solved using the Gauss-Newton iterative solver in 21/2-D is shown

in the following Matlab code. By default, EIDORS operates in units of conductivity.

In the interests of brevity, some lines of code have been concatenated. The simulated

data and the reconstruction were performed on different meshes and 40dB SNR was

simulated to avoid the inverse crime where unreasonably optimistic results may be

achieved through “cheating” in simulation studies (Kaipio and Somersalo, 2007). The

forward model and the reconstruction show reasonable agreement after six iterations

(Figure E.1).
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% --- simulated data ---

imdl = mk_geophysics_model(’h2p5b’, 32); % 2.5D half -space model

imdl.fwd_model.stimulation = stim_pattern_geophys (32, ’Wenner ’); % Wenner stimulus

imgf = mk_image(imdl.fwd_model , 30); % homogeneous model , 30 Ohm.m

ctrs = interp_mesh(imdl.fwd_model); x = ctrs (:,1); y= ctrs (:,2);

r1 = sqrt((x-40) .^2 + (y+20) .^2); r2 = sqrt((x-120) .^2 + (y+45) .^2);

imgf.elem_data(r1 <10) = 15; % 30 Ohm.m inhomogeneity @ (10,-15)

imgf.elem_data(r2 <20) = 60; % 60 Ohm.m inhomogeneity @ (45,-25)

clf; show_fem(imgf ,1); % show forward model

imgf.elem_data = 1./ imgf.elem_data; % resistivity -> conductivity

vi = fwd_solve(imgf); vi = vi.meas; % simulated measurements

imgf.elem_data (:) = 1; % homogeneous model , 1 Ohm.m

vh = fwd_solve(imgf); vh = vh.meas; % homogeneous measurements

SNRdB = 40; % model 30dB SNR measurements (1% noise)

vi = add_noise (10^( SNRdB /20),vi); vi = vi.meas;

% --- reconstruction ---

imdl = mk_geophysics_model(’h2p5a’, 32); % different discretization

imgh = mk_image(imdl.fwd_model , 1); % homogeneous model , 1 Ohm.m

vh = fwd_solve(imgh); vh = vh.meas; % homogeneous measurements

R = 1./((vi ’*vi)\(vi ’*vh)); % initial estimate (homogeneous)

imdl.fwd_model.stimulation = stim_pattern_geophys (32, ’Wenner ’); % Wenner stimulus

imdl.solve = ’inv_solve_gn ’; % choose the new iterative Gauss -Newton solver

imdl.reconst_type = ’absolute ’; % single set of measurements

imdl.hyperparameter.value = 1;

imdl.inv_solve_gn.prior_data = R; % initial guess

imdl.inv_solve_gn.elem_prior = ’resistivity ’; % initial guess units

imdl.inv_solve_gn.elem_working = ’log_conductivity ’; % working units

imdl.inv_solve_gn.elem_output = ’resistivity ’; % return a resistivity image

imdl.inv_solve_gn.meas_working = ’apparent_resistivity ’; % normalize measurements

imgi = inv_solve(imdl , vi); % reconstruct the image from the noisy data

clf; show_fem(imgi ,1); % show the reconstruction

The non-linear Conjugate Gradient version of the inverse solver can be called by

changing the requested solver and moving the iterative solver configuration.

% choose the new iterative Conjugate Gradient solver

imdl.solve = ’inv_solve_cg ’;
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(a) forward model

(b) reconstructed image

Figure E.1: Sample reconstruction; (a) 21/2-D forward model (32 CEM electrodes
(green), half-space, Wenner stimulus, 40dB noise) was used to construct simulated
data, (b) a reconstruction with a new discretization (32 CEM electrodes (green), 21/2-
D, λ = 1.0) shows reasonable agreement with the forward model after six iterations
of the Gauss-Newton iterative inverse solver



225

-20 -10 0 10 20 30 40 50 60 70 80

-50

-40

-30

-20

-10

0

10

20

Figure E.2: Model surface topology; the surface topology of the mesh conforms to
the electrode locations, PEM electrode nodes circled (green)

imdl.inv_solve_cg.prior_data = R; % initial guess

imdl.inv_solve_cg.elem_prior = ’resistivity ’; % initial guess units

imdl.inv_solve_cg.elem_working = ’log_conductivity ’; % working units

imdl.inv_solve_cg.elem_output = ’resistivity ’; % return a resistivity image

imdl.inv_solve_cg.meas_working = ’apparent_resistivity ’; % normalize measurements

imgi = inv_solve(imdl , vi); % reconstruct the image from the noisy data

clf; show_fem(imgi ,1); % show the reconstruction

A model with topology can be constructed by assigning electrode locations, in-

stead of just specifying the number of electrodes (Figure E.2). Electrode arrays that

are not approximately collinear are not yet supported. Point electrode models H and

a denser mesh c have been selected in this example. The model is configured for a

two-dimensional solution.

% (x,z) coordinates by 5 electrodes

elec = [ -5 -1; 0.2 5.1; 5.1 0.4; 22 -4; 55 10.5];

imdl = mk_geophysics_model(’H2c’, elec); % 2D PEM model

Dual mesh models with matching geometry can be trivially constructed (Fig-
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ure E.3), where the boundary, electrode geometry, and electrode positioning are

aligned between a two- and three-dimensional model. The two models may have

different mesh densities. A geometric mapping between the two models is calculated

by projecting the two-dimensional model through the three-dimensional model. A

two-dimensional topology may also be applied to both models, though not shown in

this example.

imdl2 = mk_geophysics_model(’h2a’, 16); % 2D CEM model

imdl3 = mk_geophysics_model(’h3a’, 16); % 3D CEM model

imdl32 = mk_geophysics_model(’h32a’, 16); % dual mesh: 3D fwd and 2D rec model

A line search (line_search_onm2) that performs well on the impedance imaging

problems presented in this work has been used by default in inv_solve_gn and

inv_solve_cg.

The combination of simplified model generation and a highly configurable iter-

ative inverse solver considerably eases the exploration of model dependencies and

parameter choices. All the functions discussed here:

• inv_solve_gn

• inv_solve_cg

• mk_geophysics_model, and

• line_search_onm2

developed by the author, have been contributed to the EIDORS project and are

freely available under a GNU GPL version 2 or later licence.
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(a) 2D CEM half-space model

(b) 3D CEM half-space model

Figure E.3: 2D and 3D models; matching domain truncation, electrode dimension
and placement for 16 electrode CEM (a) two-dimensional model showing element re-
finement around the electrodes (inset,green), and (b) three-dimensional model show-
ing same (inset,green)
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